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Title of the Program: M.Sc. Mathematics (Five-Year Integrated Course)

Program Objective
To impart fundamental and computational knowledge of mathematics to students to develop world—clz{ss
academician, researcher and mathematics teachers who can understand their responsibilitics in solving social and
ethical issues with a scientific approach for the betterment of society.

General Pattern of the Program

Courses offered during the first year (Semesters I to IT) are meant as basic and introductory courses in Biology,
Chemistry, Mathematics, Physics and Environmental Science. These are common and mandatory for all students.
These courses are intended to give a flavor of the various approaches and analyses and to prepare the students for
advanced courses in later years of study. In addition, there will be Interdisciplinary Courses for computational skilis
using mathematical methods. Students are also given training to develop skills in Communication, Creative Hindi
& Scientific Writing and History of Science through courses in Hwmnanities. In the second year (Semester - III),
students have the freedom to choose their stream (Biology, Chemistry, Mathematics, Physics) for masters program
on the bases of their interest. Courses offered in the first two years would help them make an informed judgment
to determine their real interest and aptitude for a given subject. One of the important features that the CBS has
adopted is semester-long projects called Lab Training / Theory projects, which are given the same weightage as
a regular course. By availing this, a student can work in an experimental lab or take up a theory project every
semester. This is meant to help the student get trained in research methodology, which will form a good basis for
the 9® semester project work in the fifth year. The subjects/courses are described further with their credit points.
Few courses are common to different strcams. ’
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Program Qutcomes: .
- Upon successful completion of the Master of Science in Mathematics prograin, students »

A1l be able to:

ies, znd techniques

PO-1

. . it S ool
Knowledge: Demonstrate a deep understanding of advanced mathematical concepts, theo

in various subfields of Mathematics.

" PO-2

by anzlyzing znd evaluating

Critical T 2 ing: Exhibi need critical thinking skills . .
ritic hinking and Reasoning: Exhibit advanced critical b out mathemati cal concepts

athematical arguinents, theories, and proofs, and by wnaking reasoned judgmnents 2
and their implications.

PO-3

. using T us logical rea-
Problem Solving: Formulate abstract mathematical problems and derive solutions using rgorous ogh

soning. Demonstrate mastery in constructing mathematical proofs and justifications.

PO-4

T 1 i alysis and
Advanced Analytical and Computational Skills: Possess advanced skills in matnemamgal anJ:taI:ioual
computation, including proficiency in using wathematical software, programning lznguages, and CompuLas
tools for numerical simulations and data analysis.

PO-5

— 2 ol cal
Effective Communication: Communicate complex —ihematical ideas and results effectiv ely to both technical

‘ PO-6

and non-technical audiences, through written reports, presentations, and teaching. I—
Social/ Interdisciplinary Intoraction: Integratc mathematical concepts and techniques mto} interdisciplinary
contexts, collaborating effectively with professionals from other ficlds to address complex problems.

PO-7

Self.directed and Life-long Learning: Recognize the importance of ongoing professional development and

lifelong learning in the rapidly evolving field of mathematics, and will exhibit the ability to continue learning
independently or in formal educational settings.

PO-8

Effoctive Citizenship: Leadership and Innovation: Lead and innovate in various mathemnatical contexts,
contributing to advancements in the field and applying mathematical insights to emerging challenges.

PO-9

Ethics: Demonstrate ethical and responsible conduct in mathematical research, teaching, and collaboration,
adhering to professional standards and best practices.

PO-
10

TFurther Education or Employment: Engage for further academic pursuits, including PhD. programs in
mathematics or related fields. Get employment in academnia, research institutious, industry, government, and
other sectors.

PO-
11

Global Perspective: Recognize the global nature of mathematical research and its impact. appreciating diverse
cultural perspectives in mathematical practices.

=

PROGRAMME SPECIFIC OUTCOMES (PSOs): At the end of the programme students will be able to:

PSO1

Understand the nature of abstract mathematics and explore the concepts in further details.

PSO2

Apply the knowledge of mathematical concepts in interdisciplinary fields and draw the inferences by
finding appropriate solutions. ¥

PSO3

Pursue research in challenging areas of pure/applied mathematics. =

PSO4

Employ confidently the knowledge of mathematical software and tools for treating the complex math
matical problems and scientific investigations. &

PSO5

Effectively cornmunicate and explore ideas of mathematics for propagation of knowled
. A g e ular-
ization of mathematics in society. geand pop

PSO6

Qualify national level tests like NET /GATE etc. -
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Course Structure of
M.Sc. (Mathematics)
(Five-Year Integrated Course)

Effective from July, 2024
e Minimum total credits for integrated M.Sc. degree is 240.
e Semesters I to VIII will carry 25 credits each.

e Semesters IX and X will carry 20 credits each.

Abbreviation: B: Biology, C: 7Chemistry, M: Mathematics, P: Physics, G: General, H: Humanities, BL: ’Biology
Laboratory, CL: Chemistry Laboratory, PL: Physics Laboratory, GL: General Laboratory, ML: Mathematics Lab-
oratory; ME: Mathematics Elective, MPr: Mathematics Project

First Year
Integrated M.Sc., Semester - 1
Subject Code | Subject Contact Hours/ Week Credit
Theory + Tutorial]
B101 Biology - 1 2+1 3
C101 Chemistry - I - 2+1 | 3
M101/MB101 Mathematics - I 2+1 3
P101 Physics- I 2+1 3 —
G101 Computer Basics ’ 241 3
H101 Cominunication Skills 2+0 5
Lin Contact Hours/ Week Laboratory

BL101 Biology Laboratory-I 4 i )
CL101 Chemistry Laboratory-1 4 5
PL101 Physics Laboratory-1 |4 i 5
GL101 Computer Laboratory 4 . 5=

(25 of 240 credits) Total: Il B 25
Additional Pa- Contact Hours/ Week [Theory + Tutorial]

ers

II;SIOI Environmental Studies [2+0] I 5
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Integrated M.Sc., Semester - II

j Subjec Contact Hours/ Week | Credit
Subject Code | Subject Theory -+ Tutorial]
B201 Biology - 11 2+1 - g
C201 Chemistry - T 2+1 3
M201,/MB201 Mathematics - I1 2+1 3
P201 Physics- 11 2+; 3
P Tlectronics St i 2+
G201 Electronics and Instrumentation i Tours/ Weck Laboratory
BL201 Biology Laboratory-II 4 g
CL201 Chemistry Laboratory-II 4
PL201 Physics Laboratory-11 4 2
GL201 Electronics Laboratory 4 2
H201 Communication Skills Lab 4 2
(50 of 240 credits) Total: 25
Additional Pa-
pers
ES201 Environmental Studies 2] | 2
Second Year
Integrated M.Sc. Mathematics, Semester - III
Subject Code | Subject Contact Hours/ Week | Credit
; Theory + Tutorial]
M301 Mathematical Foundations 3+1 B 4
M302 Analysis - I 3+1 B 4
M303 Algebra - 1 o 3+1 4
M304 Elementary Number Theory 3+1 4
M305 Computational Mathematics-I 3+1 4
H301 Creative Hindi 2+0 2
H302 History and Philosophy of Science 2+0 2
e R Contact Hours/ Week Laboratory
GL301 | Computational Mathematics Laboratory-1 | [2] 1
(75 of 240 credits) Total: 25
*H302 is Indian Knowledge System (IKS) Course.
Integrated M.Sc. Mathematics, Semester - IV
Subject Code | Subject | Contact - Hours/ Week | Credit_
i = [Theory + Tutorial] R
M401 Analysis-IT B 311 4
M402 Algebra - 11 3+1 = 1
M403 Introduction to Differential Equations 3+1 B 4
M404 - Topology-I ) 3+1 4
G401 Statistical Techniques and Applications 3+1 4
' Contact Hours/ Week Laboratory
GL401 Computational Laboratory and Numerical | [4] - 3
] Methods
‘GL402 Statistical Techniques Laboratory 2 1
H401 Comnmunication Skills Lab-II 4 2
(100 of 240 credits) Total: o5

N ———

it
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Third Year

Integrated M.Sc. Mathematics, Semester -

Subject Code | Subject Gomtact | Hours/ . Week | Credit

- SR R e Theory + Tutorial] S
M501 Analysis-III 3+1 4
M502 Algebra - 11 3+1 4
M503 Topology - 1T 341 4
M504 Probability Theory 311 -
PM501 Numerical Analysis 3+1 4
H501 Scientific Writing in Hindi 240 2

Contact Hours/ Week Laboratory

PML501 | Numerical Methods Laboratory 16] 3
~ (125 of 240 credits) Total: 25

Value Added Course

SEL501

| English Language for Competence Skills

[4]

Contact Hours/ Week Laboratory

| 2

Integrated M.Sc. Mathematics, Semester - VI

Subject Code | Subject - Contact Hours/ Week
Theory + Tutorial]
M601 | Analysis-IV 3+1
M602 | Algebra - IV 3+1 B
M603 Partial Differential Equations 3+1
M604 Ordinary Differential Equations 3+1 .
M605 Numerical Analysis of Partial Differential | [3+1
Equations
H601 Ethics of Science and IPR 2 5
H602 Scientific Writing in English 2 )
B Contact Hours/ Week Laboratory
ML601 Computational Mathematics Laboratory- 12] 1
11
j ~ (150 of 240 credits) -Total: 25
Value Added Course Contact Hours/ Week Laboratory
- [ SEL601 | Pratlyogl Parikshaon ke liye Hindi Bhasha | [4] [ 2

£
L
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Fourth Year

Integrated M.Sc. Mathematics, Semester - VII

-  Subject Code [ Subject - Contact Hours/ Week, er‘e'd,’i_t;
a B G Theory + Tutorial] | =~

M701 | Functional Analysis 3+1] 4

~3 M702 | Discrete Mathematics B 3+1 2

M703 } | Introduction to Mathematical Modelling | [3+1 4

M704 Operations Research B 4

M705 —_ | Stochastic Analysis 3+1 4

Project . Contact Hours/ Week

MPr701 | Reading Project [10] 5

(175 of 240 credits) Total: 25
Value Added Course Contact Hours/ Week Laboratory

SEL701 | Linux Operating System I [4] | 2

Integrated M.Sc. Mathematics, Semester - VIII

Subject Code [ Subject : : Contact Hours/ Week [ Credit
FeL Tl L e . | [Theory + Tutorial] | . .
M801 ‘Graph Theory - 3+1 4
MB802 ‘Advanced Discrete Mathematics 3+1 4
M803 Nonlinear Dynamics and Chaos I3+ 4
M804 Mathkematical Biology i | B+t o 4
M805 Computational Mathematics 111 3+1 4
Project . Contact Hours/ Week

; : MPr801 Project [10] 5
(200 of 240 credits) B Total: B 25

Value Added Course e o Contact Hours/ Week Laboratory
SEPML&01 | BTEX and XFig - typesetting software [4] - [ 2

F ey
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Fifth Year

Intogratod M.Se. Mathomatics, Somestor - IX

- Subject Code | Subjoct Contact  Hours/ Week | Credit
[Theory -+ Tutorial
MPrO01 Project -20
~ (220 of 240 credits) Total: 20
Integrated M.Sc. Mathematics, Semester - X
Subject Code* | Subject Contact Hours/ Week | Credit
Theory + Tutorial] i
ME1001 Elective-l 4+l 5
ME1002 Elective-1T 41 o
ME1003 Elective-111 4+1 5
) ME1004 Elective-1V 4+1 5
_— (240 of 240 credits) Total: 20

*Four subjects will be offered according to the availability of the instructors and minimum number of students
taking a course. The chosen four subject will have subjects codes ME1001, ME1002, ME1003 and ME1004.

Integrated M.Sc. Mathematics, Semester - X: Electives

Elective No

| Subject ' :

MEO1

Dynamical Systems Using Matlab

ME02_

Commutative Algebra,

MEO03

Financial Mathematics

- ME04

Nonlinear Analysis =T

MEOQ5

Differential ;I‘o:pology

MEO06

Introduction to Cryptography

MEQ7

Introduction to Nonlinear Optimization

MEO08

Complex Network

MEQ9

Representation Theory of Finite Gfgups

MEI10

Algebraic Number Theory

ME11

Algebraic Topology

ME12

Differential Geometry & Applications

ME13

Fuzzy Set Theory & Its Applications

ME14

Wavelets

ME15

Mathematical Methods

ME16

Fourier Analysis

Note:

1. In place of Elective Course Student can choose paper(s) from MOOC Courses (Swayam Portal) subject to the
following conditions:

- o The chosen paper will be other than the papers offered in the current course structure.
e The paper will be PG level with a minimum of 12 weeks’ duration.

¥

e The list of courses on SWAYAM keeps changing, the departmental committee will finalize the list of
MOOC courses for each semester.

e The paper(s) may be chosen from Swayam Portal on the recommendation of Head of the Department.

2. The candidates who have joined the PG Programme in School of Studies

shall undergo Generic Elective Courses (only qualifying in nature) off

Semester II and Semester II1.

(University Teaching Department)

ered by other departments/SoS in

e

1

@ Scanned with OKEN Scanner



3. The candidates who have Jolned the PG
shall nndergo Skill Enhancoment ¢
Semester 11,

Programmo in School of Studies (University ’l‘uuchinx' Department),
ouse/Value Added Courso (only qualifying in nature) in Semester [ and

S Skill Eulmncunwnt/ Value Adde

Candidates \:nmlln\l in the 5-Year Integrated M.Se. in Mathematics program st the Center for Basic Sciences must
complete Skill Enhancene

. ut/Value Added Courses, which are qualifying in nature.

d Courses

Sewester] Course Codd Course Title Course Hrs/ | Credits Marks
Type Week
(T/P)
CIA | ESE | Total
v SEL501 English Language for Compe- | P 4 2 60 40 100
tence Skills
VI SEL601 Pratiyogi Parikshao ke liye [ P 4 2 60 40 100
Hindi Bhasha
’. V11 SEL701 Linux Operating System P 4 2 60 40 100
e VIII SEPMLS801 | LaTeX & XFig - typesetting | P 4 2 60 40 100
software

Indian Knowledge System Course

Candidates enrolled in the 5-Year Integrated M.Sc.

Program at the Center for Basic Sciences are required to
complete the Indian Knowledge System course, a core

component of the curriculum.

Semester| Course Coded Course Title Course Hrs/ Credits Marks
Type Week
7 (T/P)
CIA | ESE | Total
III H302 History and Philosophy of Sci- | T [2+0] |2 60 | 40 100
ence

Programme Articulation Matrix:

Following matrix depicts the correlation between all the courses of the programme and Programme Qutcomes

Course Code POs

- M101 ;

MB101
G101
GL101
M201
MB201
M301
M302
M303
M304
M305
GL301
M401
T M402
MA403
M404
G401

]
7]
@)
7]

ANANANANANANANENENEANENANENENENEN RN
ANANANANANENANENENENANENENENENENENTS
ANANANANANENENANENENANENENANENENENES
A AN e R AN AN AN AN AN ASAN AN ENANENEN IS
AN ANANENENANANENENENENENANANENANENE
ANANANENENANENENENENENENENENERENEN

ANANANENENENENANENENENENENENENENEN RO
NN NSNS NSNS N S e
RN N RN DY RN RN AN N N N N N B N e e
SNANENANENENENANENENENENENENENENEN =

SNANENENENENENENENENENENENENENEN AN

\\\\\x\\\l\‘\]\\xx\l\mi

NINSINSNN NSNS SN NSNS N en

NSNS SIS NSNS NSNS SN S o

A A A A AN A A A A AR A A AYAYAYA NS

AYANRNANANENENANENANENANANANANANANIN

AV A A A A A A A A AR YA YA AR YR N AN

P
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First Year

Scheme of Examination

M.Sc. (Mathematics)

Integrated M.Sc. Semester - 1

i . Subject Internal Marks | External Marks | Total Marks | Credit

| ——— Max | Min | Max| Min Max

I B1I | Biology - 1 60 24 10 16 100 3
101 | Chemistry - [ 60 24 40 16 100 3

¢ M101 MBI101 | Mathematics - 1 60 21 10 16 100 3

i P10l { Imtroductory Physics- | 60 24 40 16 100 3

C G101 ! Computer Basics 60 24 40 16 100 3

i H101 | Communication Skills 60 24 40 16 100 2

| Practical i

{ BL1g1 Biology Laboratory-I 60 24 40 16 100 2

§ CLIOL Chemistry 60 24 40 16 100 2

! Laboratory-I

i PLIOY | Physics Laboratory-I 60 24 40 16 100 2

i GLio1 Computer Laboratory 60 24 40 16 100 2

| Additional Pa-

| pers

{ ES161 Environmental Studies [ 60 [ 24 40 16 { 100 I 2
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Integrated M.Sc, Somester - IT
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Subject Code Subject Internal Marks | External Marks | Total Marks | Credit
Max [ Min [ Max Min Max

B201 Biology - 11 60 24 40 16 100 3

C01 Chemistry - 11 60 21 10 16 100 3

M201/ NMB201 Mathematics - 11 G0 24 40 16 100 3

P201 Physics- 11 60 24 40 16 100 3

G201 Electronics and Instru- 60 24 40 16 100 3
mentation

Practical

BL201 Biology Laboratory-I1 60 24 40 16 100 2

CL201 Chemistry 60 24 40 16 100 2
Laboratory-I1

PL201 Physics Laboratory-I1 60 24 40 16 100 2_

GL201 Electronics Laboratory | 60 24 40 16 100 2

H201 Communication Skills 60 24 40 16 100 2
Lab

Additional Pa-

pers

ES201 Environmental Studies | 60 [ 24 40 ] 16 100 2

Second Year
Integrated M.Sc. Mathematics, Semester - IIT
5 Subject Internal Marks | External Marks Total Marks | Credi

Subject Code : Max Min Max Min Max SreE

M301 Mathematical Founda- 60 24 40 16 100 4
tions

M302 Analysis - | 60 24 40 16 100 4

3303 Algebra - 1 60 24 40 16 100 1

M304 Elementary Number 60 24 40 16 100 1
Theory

\305 Computational 60 24 40 16 100 4
Mathematics-I

H301 Creative Hindi 60 24 40 16 100 2

H302 History and Philoso- 60 24 40 16 100 9
phy of Science

Practical

GL201 Computational Mathe- 60 24 40 16 100 1 ]
matics Laboratory-I

14

s



Integrated M.Sc, Mathematles, Semoster - IV

Subject Code Subject | Internal Marks | Extornal Marks | Total Marks | Crodit
Max | Min | Max Min Max
AV ST Analysis-1] 60 24 40 16 100 4
A2 Algebra - 11 60 a0 10 16 100 4
A Introduction to Difer 60 24 40 16 100 4
ential Equations
AL Topology-1 60 24 40 16 100 4
Gl Statistical Techniques | 60 24 40 16 100 4
and Applications
Practical
GLi01 Computational Labo- | 60 24 40 16 100 2
ratory and Numerical
[ Methods
GL401 Statistical Techniques | 60 24 40 16 100 1
Laboratory
H4i01 Communication Skills 60 24 40 16 100 2
Lab-1I
Third Year
Integrated M.Sc. Mathematics, Semester - V
o sa Subject Internal Marks | External Marks | Total Marks Credit
i . Max | Min | Max| Min Max B
NGo Analysis- 111 60 24 10 16 100 4
e Algebra - [ G0 21 10 16 100 1
i M53 Topology - 11 60 24 40 16 100 4
DAL Probability Theory 60 24 40 16 100 4
i PM301 Numerical Analysis 60 24 40 16 100 1
{5501 [ Scientihc Writing in | 60 7 0 16 100 3
| Hindi
: Practical
; PMIEOl Numerical  Methods 60 24 40 16 100 3
"Value  Added
| Course
TSELan English Language for | 60 24 40 16 100 2]
Competence Skills
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Integrated M.Sc. Mathematics, Semester - VI

Stibject Gode Subject Internal Marks | External Marks Total Marks | Credit
Max Min Max Min Max
MG01 Analysis-IV 60 24 40 16 100 5
M602 Algebra - TV 60 24 40 16 100 5
NGO Partial  Differential | 60 2 10 16 100 4
Equations
MG604 Ordinary Differential 60 24 40 16 100 4
Equations
M605 Numerical ~ Analysis | 60 24 40 16 100 4
of Partial Differential
Equations
H601 Ethics of Science and | 60 24 40 16 100 2
IPR
H602 Scientific Writing. in | 60 24 40 16 100 2
English
Practical
MLGO01 Computational Mathe- | 60 24 40 16 100 3
matics Laboratory-III .
Value Added
Course
SEL6G01 Pratiyogi Parikshaon 60 24 40 16 100 2
ke liye Hindi Bhasha
Fourth Year
Integrated M.Sc. Mathematics, Semester - VII
T Subject Internal Marks | External Marks | Total Marks | Credit
Subject Code i Max Min Max Min Mox
M701 Functional Analysis 60 24 40 16 100 1
M702 Discrete Mathematics 60 24 40 16 100 4
M703 Introduction to Math- 60 24 40 16 100 4
“ematical Modelling .
M704 Operations Research 60 24 40 16 B 100 4
M705 Stochastic Analysis 60 24 40 16 100 4
Project i E
MPr701 Reading Project [ 60 | 24 | 40 | 16 100 [
Value - Added ) |
Course
SEL701 Linux Operating Sys- 60 24 40 16 100 9
tem ‘_l
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Integrated M.Sc. Mathematics, Semester - VIII

Subject Internal Marks | External fox'ks Total Marks | Credit

Subject Code Max | Min Max Min MOT)X 1
NSO Graph Theory 60 51 40 16 io ; :
MS02 Advanced Discrete 60 24 40 16

Mathematics 100 7
MS803 Nonlinear =~ Dynamics | 60 24 40 16

and Chaos T 7
M804 Mathematical Biology | 60 24 40 16 1 .
MS05 Computational Mathe- 60 24 40 16 100

matics III
Project
MPr801 Project [ 60 | 24 [ 40 | 16 [ 100 [ 5
Value Added
Course -
SEPMLS01 FTEXand XFig - type- | 60 24 40 16 100 -

setting software — J

Fifth Year

Integrated M.Sc. Mathematics, Semester - IX

Sibject Cade Subject | Project Report/ | Seminar Viva-Voce Based | Total .| Credit
Dissertation Based on | on Project Re- | Marks :
Project port and Semi- | Max
; nar
B Max Min Max | Min Max Min
MPr901 | Project 150 60 150 60 100 40 400 [20 |
Integrated M.Sc. Mathematics, Semester - X
Subject Code* Subject B bl Ll MIEER ;.~Tota;41;4xa:ks,: “Credit
ME1001 Elective-I 60| =g 40 16 100 5
ME1002 Elective-11 60_ 24 40 16 100 —
ME1003 Elective-I11 ] 60 24 40 16 - 100 5
ME1004 Elective-IV . 60 24 40 16 100 51

*Elective subjects will be offered according to the availability
of interested students taking a course from the list of elective

subject

four subjects will have codes ME1001, ME1002, ME1003 and ME1004.

of instructors and minimum number
s in the syllabus. The chosen
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Syllabus of Integrated M.Sc. (Mathematics)

1 Semester-1

1.1 M101l: Mathematics-I

Learning Objective (LO): The aim of this course is to develop a robust understanding of foundational mathemat-
ics, including number systems, proofs, sets, sequences, and series, to analyze and evaluate mathermatical problems
and establish a strong base for advanced studies.

Course Outcomes (CO):

CO Expected Course Outcomes At the end of the course, the students will be able | CL
No. to : ) A
1 Understand the basic concepts of number systerns, their algebraic properties, and | U
the completeness property of real numbers. B _
Tlustrate and employ various mathematical proof techniques, including conjunc- Ap
tion, disjunction, and negation of statements.

(V]

3 Explore sets, relations, and functions, and understand their properties, including | An
De Morgan’s laws, equivalence relations, and inverse functions.
4 Comprehend and analyze sequences, their convergence, limit theorems, and An

Cauchy sequences. -
Analyze infinite series and evaluate their convergence using different tests such | E

as geometric series and comparison tests.

(%}

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs FreE| @99 7 PSOs
co T]2[3[4]5]6[7][8]9[10[11|1[2[3][4[5]6
CO1 3]2]2(3|2[1]2]2]|1|3 |2 |3|8|1[1]2]3
CO2 313 (3(3|2]|1]3]2|-]3]2|3|3[2[2]1]3
CO3 313(3(3]2|1]3]2]1|3[2[3[3[2]2]1]3
CO4 313[3(3]2]1]3|3]-|3]2]3[3|3[2]1]3
CO5 313(3(3|2|1]3|2]1]3]2[3[3[2][2]2]3

“31 _ Strong; “2" - Moderate; “1"- Low; “-" No Correlation

e
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Deotallod Syllabus:

— No. of co i
Unit | Topics '
N(:l( Topics Lectures | No.
1 Introduction of Numbor Systems: Natural Numbers, Algebraic | 8 ]

Properties, Mathematical Induction. Real Numbers, Ovder Proper-
tics and Completeness Property of R, Tutervals on IR, Infinity, Infinite
Sets and Cardinality. - 3
11 Reading and Writing Mathematics: Hlustration of mathematical | 8 2

proofs via examples, Nlustration of Conjunction, Disjunction, Nega-
tion of Statements and Conditional Statements via exwmmnples. Tech-
uiques of wathematical proofs.

Functions and Relations: Sets, De Morgan’s Laws, Relations, | 10 3
Cartesian Products, Functions and Graphical Representation, Injec-
tive and Surjective functions, Cumposition and Inverse of Functions,
Level Sets, Equivalence Relations and Equivalence Classes. Limits:
Limits of Functions, Boundedness, Squeeze Theorem, Limits at Infin-
ity.

Sequences: Scquences, Convergence, Limit theorems, Divergence, | 10 4
Cauchy Sequences.

V Infinite Series: Convergence
Series, Tests for Convergence.

—
p—
.

v

and Divergence of Serics, Geometric | 9 5

Textbooks & References

{1] Subhash Chandra Malik and Savita Arora. Mathematical analysis. New Age International, 2012.

[2] Ajit Kumar, S Kumaresan, and Bhaba Kumar Sarma. A Foundation Course in Mathematics. Alpha Science
International Limited, 2018,

{31 Donald R Sherbert and Robert G Bartle. An Introduction to Real Analysis. John Wiley & Sons, Inc., 2014,

[4] D’Angelo John Philip and Douglas Brent West. Muathematical thinking: problem-soly

ing and i 2
Hall, 1997. g ana proofs. Prentice-

[5] James R Munkres. Elements of algebruic topology. CRC press, 2018.

1.2 MB101: Remedial Mathematics-I

Learning Objective (LO): The aitm of this course is to build foundational skills j
and basic mathematical techniques to solve
advanced mathematical applications.
Course Outcomes (CO):

ntrigonometry, vector operatj
practical problems and strengthen the unde i

rstanding required for

G Scanned with OKEN Scanner




1 'nts i ble CL
CO Expected Course Outcomes At the end of the course, the students will be a
No. to:

. — T e ions, including | Ap
1 Understand and apply trigonometric identitics and vector operations, &
dot and cross products, for solving mathematical problems.

2 Analyze different types of numbers and their properties, and use mathematical | An
induction, divisibility, and congruences in problem-solving. 5

3 Evaluate the convergence of series using various convergence tests, and apply
Taylor's series and power series for approximations. i

4 Comprehend the concept of limits and continuity, and analyze continuous and | An
uniformly continuous functions.

)

Understand and differentiate various types of functions, apply rules Of, diflé{entf- Ap
ation, and explore the applications of the Mean Valuc Theorem and L'Hospital’s

Rule.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
Cco 12345167 [8[9[0TI 12314 516
CO1 31383 T[T [T[T1[-[1]-T1311T3 123
CO2 S1213 1212 121~ 2 [T 321 223
CO03 21312[3 2 (1| 2[1-[2 - 137T1 1223
CO4 31318 |3[2]T1[2[2[1[3 13 31113
CO5 s|3i3l3f2[T1[1]2(-2 23 3227213
“t

' - Strong; “2" - Moderate; “1"- Low; ““" No Correlation
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Detailed Syllabus:

No. of | CO
Unit | Topics Lectures | No.
No. 9 1

I Trigonometry and Vectors: P
different trigonometric functions,
tion. fundamental identities, addition formulae,
torization formulae. Scalars and vectors, nori of a vcctor? !
uct, projections, cross product. Sets and Functions: Scts, unc-
tions, Inequalities, graphical representation. .
11 Numbers: Numbers of Different Types (N, Z, R,R\Q), Algcbraic 2
Properties, Factorial notation, Mathematical Induction, Division
Algorithm, Divisibility, Prime Numbers, Fundamental Theorem of
Arithmetic, Order Properties and Completeness Property of R, con-
cept of congruences.

111 Series: AP, GP and HP and inequalities of the mnean, Sum of a series, | 9
Sigma notation, Convergence, Limit Theorems, Divergence Tests for
Convergence (Absolute Convergence and Non-absolute Convergence),
Series of Functions, Taylor’s Series, Power Series.

v Limits and Continuity: Limits of functions, Boundedness, Squeeze | 10 4
Theorem. Graphical idea of monotonic function and Continuity, Con-
tinuous Functions, Continuous Functions on Intervals, Uniform Con-
tinuity.

v Derivatives and Differentiation: Definition and Graphical Repre- | 9 5
sentation of Derivatives, Differentiability and Continuity, Chain Rule,
Product and quoticent rules, Higher Derivatives. Derivatives of Expo-
nential, Logarithmic, Trigonometric and Inverse Trigonometric func-
tions, derivatives of inverse functions, derivatives of Power Series.
Mean Value Theorem, Derivatives and Extrema, L’Hospital’s Rule.

olar coordinates, relations between

periodicity, graphical representa-
multiple angles, fac-
dot prod-

N

Textbooks & References

{1} Ajit Kumar, S Kumaresan, and Bhaba Kumar Sarma. A Foundation Course in M, j i
oo e in Mathematics. Alpha Science

[2] Donald R Sherbert and Robert G Bartle. An Introduction to Real Analysis. John Wiley & Sons. Inc 2014

{3] Maurice D Weir, George Brinton Thomas, Jocl Hass, and Fre ; 5
Education, 2015, g ocl Hass, and Frank R Giordano. Thomas’ calculus. Pearson a

[4] James Stewart. Single variable calculus: Concepts and contests. Cengage Learning, 2018
[5] Gilbert Strang and Edwin Herman. Calculus. OpenStax Houston, Texas, 2016.
[6] TM Apostol. Mathematical Analysis. Pearson Education, Inc, 2004.

1.3 G101: Computer Basics (Programming in C)

Iﬂming Objective (LO): The aim of this course is to introduce students to computer
emphasizing fnnd;zmmxtal concepts such as program design, control flow, data handling
course equips students with the ability to write, debug, an iilve. simple §
future computing studics, ¥ ) g, and optimize simple programs,
Course Outcomes (CO):

Programming through C
N ’

zlt)nc.i b'a.sm algorithms. The
uilding » strong base for

21

el
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CcO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to: -

1 Understand and demonstrate the basic structure of a C program, data represen- | U
tation, and simple input/output statements. ’ v

2 Apply control structures such as if-else, loops, and switch statements effectively | Ap
in C programming. _

3 Understand and manipulate arrays, string handling, and functions including re- Y
cursive functions for solving problems.

4 Analyze the use of structures and unions to create and operate on complex data An
structures in C.

5 Evaluate and implement pointer concepts to manage memory effectively and pass | E
data between functions in C.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap—Apply; An-Analyze; E-Evaluate; C-Create).
CO-PO/PSO Mapping for the course:
PO POs PSOs
CO 1323145 |6|7|8[9[10]J11]1]2]3[4][5]6
CO1 2122|321 (3|2(1]3|2]2[3]2|1]2]-
CO2 2 (313131211221 3 2 (11(2|1(2]1]-
CO3 2131313121211 2 2 1213|2(1(1]-
CO4 2131313121113 [|2]1] 2 2 (1121 |1}{1]-
CO5 1(312(3|2(112|3]1 2 2 (112111 1]-
“3" - Strong; “2" - Moderate; “1"- Low; ‘" No Correlation
Detailed Syllabus:
“Unit 7;I‘opics No. of | CO

No. : ’ Lectures | No.
I .| Introduction to C programming structure and C compiler. Data rep- | 10 1

resentation: Simple data types like real integer, character etc. Pro-
gram, statements and Header Files. Simple Input Output statements
in C. Running simple C programs, Data Types. Opcrators and Ex-
pressions.
1I Control Structure: If statement, If-else statement. Compound State- | 7
ment. Loops: For - loop. While - loop. Do-While loop, Break and
exit statements, Switch statement, Continue statement, Goto state-
ment. - )
jiid Array. Types of Array, String Handling. Functions: Function main, | 8
Functions accepting more than one parameter, User defined and li-
brary functions. Concept associatively with functions, function pa-
rameter, Return value, recursion function.
v Structure and Union, Declaring and using Structure, Structure ini- 10 4
tialization, Structure within Structure, Operations on Structures, Ar-
ray of Structure. Array within Structure, Structure and Functions,
Union, Scope of Union, Difference between Structure and Union.
\Y Pointers Definition and use of pointer, address operator, pointer vari- 10 5
able, referencing pointer, void pointers, pointer arithmetic, pointer
to pointer, pointer and arrays, passing arrays to functions, pointer
and functions, accessing array inside functions, pointers and two di-

mensional arrays, array of pointers. pointers constants, pointer and
strings. :

r-""""-—-
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Textbooks & References

1 | 5
[1] Venu Gopal. Mastering C. McGraw-Hill Education (India) Pvt Limited, 2006.
(2] V Rajar

aman and Neeharika Adabala. Fundamentals of computers.

) PHI Learning Pvt. Ltd., 2014.
B3] Yashvant Kanethkar. Let s,

C. BPB publications, 2018,
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1.4 GL101: Programming in C

. PP . s it
Learning Objective (LO): The aim of this course is to provide students with b’f}lld foundation in :h":l(ftpm;# 4:2-
ming language, covering topics such as program structure, data representation, input/output, con J‘J} !ﬂ' T li‘]l" _,,,’,
arrays, and functions. Students will develop skills to write efficient, error-free code and apply problem-zolving
techniques to practical programming challenges.
Course Outcomes (CO):

CO Expected Course Outcomes At the end of the course, the students will be able CL

No. to:

1 Understand and demonstrate the basic structure of a C program, data represen- | U
tation, and simple input/output statements.

2 Apply control structures such as if-else, loops, and switch statements effectively | Ap
in C programming.

3 Understand and manipulate arrays, string handling, and functions including re- | U
cursive functions for solving problems.

4 Analyze the use of structures and unions to create and operate on complex data | An

) structures in C.

5 Evaluate and implement pointer concepts to manage memory effectively and pass | E
data between functions in C.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO - POs PSOs
CcO 1{2]13[4[s5]6]7[8[9[10[11 (11213714 516
CO1 3121203213211 32332 112 -
CO2 313|313 ]|2]|1(2[2]-1T3 (1213312 2111-
CO3 3131332121122 21312 Tolidn]is
CO4 313)3f2)2(1(3[2[-T2[2 3231 1°] =
CO5 Si3 |22 2123 =2iE i3 a3 1A=
“3" - Strong; “2" - Moderate; “1"- Low; “-" No Correlation

Contents: Practical of programming in C are based on syllabus of G-101.

Textbooks & References

[1] Venu Gopal. Mastering C. McGraw-Hill Education (India) Pvt Limited, 2006.

[2] V Rajaraman and Neeharika Adabala. Fundamentals of computers. PHI Learning Pvt, Ltd 2014
[3] Yashvant Kanethkar. Let Us, C. BPB publications, 2018.

/
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2 Semester-I1

2,1 M201: Mathematics-I1

' . ) . . . ing of advanced
Learning Objective (LO): The aim of this course is to provide students with a deeper lmderam.l.ldn}g, Of. d Shving
e i R i s in solv.
mathematical concopts, including continuity, differentiation, and integration, along with their app hmlhon\ !x .
X X . i inkine t gh v S
real-world problems. Students will enhance their problem-solving skills and analytical thinking throug

mathematical techniques and methods.

Course Outcomes (CO):

CQ Expected Course Outcomes At the end of the course, the students will be able I CL I

No. to :

\ Understand and demoustrate the concepts of continuity, differentiation, and their | U
applications, including graphical representation and composition of continuous
functions.

2 Apply the principles of maxima and minima, and analyze convex and concave | Ap I
functions using sufficient conditions.

3 Understand and apply the concepts of Ricmann integration, including the Funda- | Ap

mental Theorem of Caleulus, and calculate lengths and volumes of plane curves
and solids of revolution.

! Comprehend and analyze the continuity and differentiability of scalar fields, ap- | An
plying partial derivatives and gradient concepts to identify maxima, minima, and
saddle points.

5 Understand and apply properties of complex numbers, including de Moivre's the- Ap
orem and logarithmic and exponential functions, in solving algebraic and trigono-
metric problews.

CL: Cognitive Levels (

CO-PO/PSO Mapping for the course:

R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

PO POs PSOs -
(60) L1 2)3/4][5]6]7[8[9[I0[ T [I[2[3 4TS G |
CO1 318 (3f1/2]1]2]2[1T[3 [ 233113 3]
CO2 3y3|313[2]1[8J2[1]3[2 (332> 13
CO3 3131332132138 2 [3]32]2]T 3
CO4 313/3[3[2]1]3[3[1[3[2[3[3[33 1713
CO5 Si3 (8 [3]2[1[3 2132 (33> 2| ?_E}

ugn Strong; wan . Modcmf&

e igs s

“1"- Low; ““" No Correlation

el
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Detailed Syllabus:

Unit
No.

Topics

No. of
Lectures

CO
No.

Continuity: Continuous Functions, Graphical Representation, Com-
position and Inverse of Continuous Functions, Continuous Functions
on Intervals. Differentiation: Definition and Graphical Represen-
tation of Derivatives, Differentiability and Continuity, Chain Rule,
Higher Derivatives. Mean Value Theorems, Derivatives and Extrema,
L'Hospital's Rule, Taylor's Theorem and Applications.

10

I

Maxima and Minima: Sufficient conditions for a function to be in-
creasing/decrensing, Suflicient conditions for a local extremun, Ab-
solute minimum/maximum, Convex/concave functions.

111

Integration: Riemann Integral and its Properties, Stateinent of Fun-
damental Theorem of Calculus.  Applications of Integration: Arc
length of a plane curve, Arc length of a plane curve in parametric
form, Area of a surface of revolution, Volume of a solid of revolution
by slicing, by the washer method and by the shell method.

v

Limit and Continuity of Scalar Ficlds: Spaces R? and R3, Scalar ficlds,
level curves and contour lines, Limit of a scalar field, Continuity of
a scalar field, Properties of continuous scalar fields. Differentiation
of Scalar Fields: Partial derivatives, Differentiability, Chain rules,
Implicit differentiation, Directional derivatives, Gradient of a scalar
ficld, Tangent planc and normal to a surface, Higher order partial
derivatives, Maxima and minima, Saddle points, Second derivative
test for maxima/minima/saddle points. '

10

Complex Numbers: Complex Numbers, Statement of Fundamental
Theorem of Algebra, Polar Coordinates, Euler’s and de Moivre's For-
mulae, Formulae for Sine and Cosine, Powers and roots of complex
numbers, The exponential and trigonometric functions, Hyperbolic
functions, Logarithis, Complex roots and powers, Inverse trigono-
metric and hyperbolic functions.

Textbooks & References

[1] Mary L Boas. Mathematical methods in the physical sciences. John Wiley & Sons, 2006.

[2] Peter D Lax and Maria Shea Terrell. Calculus with applications. Springer, 2020.

[3] Kenneth A Ross. Elementary Analysis. Springer, 2013.

[4] Maurice D Weir, George Brinton Thomas, Joel Hass, and Frank R Giordano. Thomas’ calculus. Pearson

Education, 2018.

[5] James Stewart. Single variable calculus: Concepts and contexts. Cengage Learning, 2018.

[6] Gilbert Strang and Edwin Herman. Calculus. OpenStax Houston, Texas, 2016.

2.2 MB201: Remedial Mathematics-II

Learning Objective (LO): The aim of this course is to provide students with a deeper understanding of advanced
mathematical concepts, including continuity, differentiation, and integration, along with their applications in solving
real-world problems. Students will enhance their problem-solving skills and analytical thinking through various

mathematical techniques and methods.
Course Outcomes (CO):
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CO Expected Course Outcomes At the end of the course, the students will be able | CL L

No. to: . o

1 Understand and apply the concept of integrals, including definite and indefinite Ap
integrals, and their applications in finding path lengths, areas, u.n(l volumes. -

2 Analyze complex numbers and their algebraic properties, visualize them on the n
complex plane, and understand Euler’s formula and its consequences. '

3 Solve systems of linear equations using matrices, determinants, and Gauss elim- | Ap
ination, and understand the properties of matrices and their inverses.

4 Apply concepts of permutations, combinations, and introductory probability the- | Ap
ory to solve problems involving conditional probability and distributions.

5 Use frequency tables and calculate measures of central tendency and variation to | Ap
interpret basic statistical data.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course: a
PO ’ POs PSOs
CO 11213456 7[8[9]10]11|1]2]3[41516
CO1 dl212|1|2f112(2[-3 2 1313]1(1}/2]3
CO2 313312132 -13 2 (3132213
CO3 3131311213 12]-13 2 [3[(3(2(2]1]1
CO4 313 81213 [3[-[3 2 33 (3211
CQS 313131213 ]2[-T3 2 I3 312221
(Ul

' - Strong; “2" - Moderate; “1"- Low; “-" No Correlation

Detailed Syllabus:

Unit | Topics y No. of | CO
No. ! Lectures | No.
I Integration: Notion of an integral, integral as limit of sums, anti- [ 10 1

derivatives, area under a curve, Fundamental theorem of calculus,
definite integrals, indefinite integrals, Rules of integration: integration
by parts, integration by substitution, Properties of definite integrals,
Application of integrals (path lengths, areas, volumes, etc.). *
I Complex Numbers: real and imaginary parts, the complex plane, [ 8 T35 ——

complex algebra (complex conjugate, absolute value, complex equa-
tions, graphs, physical applications). Consequences of Euler’s for-

mula, ;
I Matrices and Linear Equations: System of linear equations, no- ?‘3\
tion of a matrix, determinant. Row and column oper.

ations, Gauss

Eliruination, Simple properties of matrices and their inverses.

v Combinatorics and Probability: Permutations and combinations, [ 9
Binomial theorem for integral and non-integral powers, Pascal’s tri-

angle, Introductory probability theory, Conditional probability, Bino-

mial probability distribution.

v Basic Statistics: frequency tables, measure of central tendencies | 7 ———-—|
(wnean, wedian, wode), measure of variation (standard deviation etc).

Textbooks & References

1] ™ Apostol, Muthematica! Analysis, ng'uimgmtjm’ Tue, 2004,
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; ; . eience & Business Media, 2011,
[2] Saminathan Ponnusamy. Foundations of mathematical analysis. Springer Scicnce & )

. . i ) .. John Wiley &
3] Roger J Barlow. Statistics: a guide to the use of statistical methods in the physical sciences Y
Sons, 1993.

[4] SC Gupta and VK Kapoor. Fundaementals of mathematical statistics. Sultan Chand & Sous, 2020.

3 Semester-I11

3.1 M301: Mathematical Foundation '

Learning Objective (LO): The aim of this course is to introduce students to the m'ftthematical fom:)c.llz%tlo?s
essential for computer science, including logic, set theory, and combinatorics. Students will develop the ability to

apply mathematical reasoning and techniques to solve problems and analyze computational processes.
Course Outcomes (CO):

CO Expected Course OQutcomes At the end of the course, the students will be able | CL

No. to:
1 Understand and apply the fundamental concepts of logic, including quantifiers, | U

negations, set operations, and De-Morgan’s laws. E _
Analyze and establish relations and mappings, such as injective, surjective, and An
bijective maps, and understand the cannection between inverse images and set-
theoretic operations. B
3 Comprehend the distinctions between finite and infinite sets, including countably | U

infinite and uncountable sets, and prove properties related to these sets.
Apply the principles of partially ordered sets and demonstrate understanding | Ap
through examples and the use of Zorn's Lemma.
Understand and prove the equivalences between Peano’s axioms, the Well- | Ap
Ordering Principle, Mathematical Induction, and Zorn’s Lemma.

2

o

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create)

CO-PO/PSO Mapping for the course:

PO POs PSOs
CcO 1123745671819 (10}11({1(2]|3]|4|5]|6
CO1 322|121 ]2|2|1}{2]|2]2(3|1]1]2]2
CcO2 31313141211 13121-1312(|3|3[2]2|1]2
CO3 313|3f1]2]1(3]2 212 (2|3|2|2|1(2
CO4 313131-12|113}3 312 (1313|3212
CO5 3133111211132 -13121213}2|212{1
“3" _ Strong; “2" - Moderate; “1"- Low; “-" No Correlation
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Detailed Syllabus:

Na of| CO

Unit | Topics Lectures | No.
| LieCLUEES o)

A _ 1
?0 Logic: Quantifiers, negations, examples of various mathematical and' 10
non-mathematical statements. Exercises and examples. Set Theor}" :
Definitions, subscts, unions, interscctions, complements, symmetric
difference, De-Morgan’s laws for arbitrary collection of sets. Power
set of a sct. — . —
I Relations and maps: Cartesian product of two sets. Relations .be- 15
tween two sets. Examples of relations. Definition of a map, inject‘:lve-a,
surjective and bijective maps. A map is invertible if and only 11: it
is bijective. Inverse image of a set with respect to a map. Relation
between inverse images and set theoretic operations. Equivalence re-
lations (with lots of examples). Schroeder-Bernstein theorem. ) y
111 Finite and Infinite sets: Finite sets, maps between finite sets, proof | 15 3

that number of elements in a finite set is well defined. Definition of '
a countable set (inclusive of a finite set). Countably infinite and un-
countable sets. Examples. Proof that every infinite set has a proper,
countably infinite subset. Uncountability of P(N).
v Partially Ordered Sets: Concept of partial order, total order, ex- | 10 4
amples. Chains, Zorn’s Lemma.
N Peano’s Axioms. Well-Ordering Principle. Weak and Strong Prin- | 10 15
ciples of Mathematical Induction. Transfinite Induction. Axiom of
Choice, product of an arbitrary family of sets. Equivalence of Axiom
of Choice, Zorn’s Lemma and Well-ordering principle.

Textbooks & References

[1] Ajit Kumar, S Kumaresan,

and Bhaba Kumar Sarma. A Foundation Course in Math : i
International Limited, 2018. e

[2] Péter Komjath and Vilmos Totik. Problemns and th ; 3 s . .
Modia, 2006 eorems in classical set theory. Springer Science & Business

[3] Stephen Abbott. Understanding analysis. Springer, 2001.

[4] Daniel J Velleman. How to prove it: A structured approach. Cambridge University Press 2019
b (

[5] Daniel Cunningham. A logical introduction to proof. Springer Science & Business Media, 2012

(6] Daniel W Cunningham. Set Theory: A First Course. Cambridge University Press, 2016

[7) R. Lal. Algebra 1: Groups, Rings, Fi y ; ; . .
e ups, flings, Fields and Arithmetic. Infosys Science Foundation Series. Springer Singapore
?

3.2 M302: Analysis I

Learning Objective (LO): The aim of this course is to provide students with g rigoro
us

?euaarlr{s:q’ ’m’cluding the const‘mction of the real nunber system, sequences, limits, angd l-md-erStanding of real
0 analyze and prove fundamental properties of functions and devel < continuity. Studentg o
problem-solving skills, Op precise mathe S will

matical reason:
Course Outcomes (CO): Teasoning ang

& T
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fct

U0 | Tixpocted Courso Outeonios At U ond of Uk course, the students will be able | CL
Nu. | to . T
1 Understand the construction of (he real number system and properties such

. . b th
s cotuplotoness, the Arelimedoan property, and the uniqueness of positive n

roots,

Analyze wnd apply the concepts of sequences, subsequences, and Cauchy se- | An
quences, ineluding convergence criteria and the Sandwich theorem.
Comprohond the convorgouce of infinite serics, difforentiate between absolute and | U

conditionnl convergonee, and apply various convergence tests.
A Undorstand and demonstrate the continuity of functions, properties of continuous | Ap

[netions on intorvals, and the concept of uniform continuity with examples. .
S Apply the prineiples of differentiability, including proofs of Rolle’s theorem, the | Ap
| Mean Value Theorem, and Taylor’s theorem with higher derivatives.

Cle Cognitive Lovols (I-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

-

ro , POs PSOs
/0) L1 2|3 A5 678910 IH]112]3[]4[576
COl1 dlej2) 12122132 3(3|1f1]2]3
CO2 d 8821 ({32132 313|2[2]1[3
CO3 332213213 2 13|3]|2f2]1[3
CO1 d 33221 ({33113 2 3133|2113
CObH S 3821382113 2 1332121273

“3" - Strong; ‘2" - Moderate; “1"- Low; ‘=" No Correlation
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Detailed Syllabus: e

No. of | CO
Unit | Topics Lectures | INo.

No. . . ;
I Real Number System: Real number system: Construction via | 12

Cauchy sequences. Concept of a field, ordered field, examples .of or-
dered fields, supremum, infimum. Order completencss of R., Q is not
order complete. Absolute values, Archimedean property of R. C as
a ficld, and the fact that C cannot be made into an ordered ficld.
Denseness of Q in R. Every positive real number has a unique posi-
tive n'h root.

1I Sequences: Sequences, limit of a sequence, basic properties. [ 14
Bounded sequences, monotone sequences, convergence of a mono-
tone sequence. Sandwich theorem and its applications. Cauchy’s first
limit theorem, Cauchy’s sccond limit theorem. Subsequences and
Cauchy sequences: Every sequence of real numbers has a monotone
subsequence. Definition of a Cauchy sequence. Cauchy completeness
of R, Q is not Cauchy complete. B .
111 Infinite Series: Basic notions on the convergence of infinite series. | 12 3
Absolute and conditional convergence. Comparison test, ratio test,
root test, alternating series test, Dirichlet’s test, Statement of Rie-
mann’s rearrangement theorem, Cauchy product of two series. Power
series, radius of convergence.

v Continuous functions: Continuity, sequential and neighbourhood | 11 4
definitions, basic properties such as sums and products of continuous
functions are continuous. Intermediate Value Theorem, Continuous
functions on closed and bounded intervals, Monotone continuous func-
tions, inverse functions, Uniform Continuity, examples and counter-
examples. B )

\% Differentiable functions: Decfinition: as a function infinitesimally | 11 5 -
approximal by a linear map, equivalence with Newton’s ratio defini-
tion, basic properties. One-sided derivatives, The O; o and fiotations
with illustrative examples. Chain rule with complete proof (using
above definition). Local monotonicity, relation between the sign of f’
and local monotonicity. Proofs of Rolle’s theorem and the Cauchy-
Lagrange Mean value theorem. L’Hospital’s rule and applications.
Higher derivatives and Taylor’s theorem, estimation of the remainder

in Taylor’s theorem, Convex functions, : el
: L o
Textbooks & References

[1] Ajit Kumar and Somaskandan Kumaresan. A basic course in real analysis. CRC press4, 2014.
[2] Stephen Abbott. Understanding analysis. Springer, 2001.
[3] Terence Tao. Analysis ii, texts and readings in mathematics, 2015.
[4] T. Tao. Analysis I Third Edition. Texts and Readiggs in Mathematics. Springer Singapore, 2016
[5] W.R. Wade. Introduction to Analusi : P i iti S ;

' rodu 0 Analysis: Pearson New Intcmatzgnal Edition. Pearson Education, Limited, 2013
[6) Saminathan Pommusaniy. Foundatipns of mathematical analysis, Springer Science & Business Medis 2011
[7) Steven G Krantz. A guide to real variables. American Mathematical Soc., 2014.
8] Miklos Laczkovich and Vera T Sos. Real Analysis: Foundations and Functions of One Variabie, Springer, 2015
[9] Sadhan Kumar Mapa. Iutraductz'o@ to Rqal Aunalysis. Sarat Book Distributors, 2014, .
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3.3 M303 : Algebra -1

Learning Objective (LO): The aim of this course is to introduce students to the fo.undational cc:nceplis; ofra(.)lgleel;::,
including groups, rings, and fields. Students will learn to analyze and apply algebraic structures t0 50 B ’
develop abstract reasoning, and understand the symmetries in mathematical systems.
Course Outcomes (CO):

CcO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to : : -

1 Understand and explain the definition of a group and its various examples, in- | U
cluding matrices, permutation groups, and groups of symmetry. :

2 Apply Lagrange’s theorem to explore subgroups, cosets, and properties related | Ap
to the order of elements in finite and infinite groups.

3 Analyze group homomorphisms, kernels, images, and use the fundamental theo- An
rem of group homomorphisms in solving group-related problems.

4 Comprehend and apply Cayley’s theorem and understand the concept of con- Ap
jugacy classes and the center of a group, leading to the application of Sylow
theorems.

5 Understand the concept of rings, including ideals, homomorphisms, polynomial | U

| rings, and their properties such as units and integral domains.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs ~ PSOs
CO 112314 ]5]6]7|8[9[1W0(|11]1]2 31456
CO1 32212 |1[2]2][1]3 |2 [|3|3[1]1]2 3
CcO2 3331213 ]|2]1] 3 2 (332|213
CO3 3331213 ]2]|1]3 2 133122113
CO4 3332213313 ]|2]3 3131213
CO5 33 (3[1]2|1|32|1] 3 2133|2223
«3" _ Strong; “2" - Moderate; “1"- Low; “" No Correlation
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Detailed Syllabus:

i i No. of | CO
gﬁ‘t Topics Lectures | No.
I Definition of a group, examples including matrices, permutation | 14 1

groups, groups of symmetry, roots of unity. Properties of a group,
finite and infinite groups.

I Subgroups and cosets, order of an element, Lagrange theorem, nor- | 12 2
mal subgroups, quotient groups. Detailed look at the group S, of
permutations, cycles and transpositions, even and odd permutations,
the alternating group, simplicity of 4,, for n.

I Homomorphisws, kernel, image, isomorphisin, the fundainental the- | 11 3
orem of group Homomorphisms. Abelian group, cyclic groups, sub-
groups and quotients of cyclic groups, finite and infinite cyclic groups.

v Cayleys theorem on representing a group as a permutation group. | 12 4
Conjugacy classes, centre, class equation, centre of a p-group. Sylow
theorems. - i
v Definition of a ring, examples including congruence classes modulo n, | 11 5

ideals and Homomorphisms, quotient rings, polynomial ring in one
variable over a ring, units, fields, nonzero divisors, integral domains.
Rings of fractions, field of fractions of an integral domain.

Textbooks & References

[1] Serge Lang. Algebra. Springer Science & Business Media, 2012.

[2] Nathan Jacobson. Basic Algebra II. Freecman, New York, 1989.

[3] David S Dummit and Richard M Foote. Abstract Algebra. John Wiley and Sons, Inc, 2004.
[4] Michael Artin. Algebra. Pearson College Division, 1991.

3.4 M304: Elementary Number Theory

Learning Objective (LO): The aim of this course is to provide students with a comprehensive understandin,

of elementary number theory, including divisibility, congruences, prime numbers, and number-theoretic functio g
Students will enhance their problem-solving skills and develop a foundation for exploring advanced topics i i
ematics and cryptography. #e8.% math-

Course Outcomes (CO):

SO Expected Course Outcomes At the end of the c6urse, the students will be able | CL
No. to :
1 qnderstand and apply the concepts of divisibility in integers, Euclidean algo- | Ap
rithm, greatest common divisor, and least cominon multiple, P
2 Anfxlyzc and use congruences, Wilson's theorem, Fermat’s little theorem and the | A
Chinese remainder theorem to solve number theory problems. ’ 8
3 Apply I:Julcr’s criterion, Gauss’ lemma, and quadratic reciprocity to identif A
quadratic residues and calculate symbols in modular arithmetic. Y P
4 .Compr?hcnd and explore propertics of Legendre symbols and their applications | U
11 proving important theoreis like Fermat’s two square theorex -ange’
four square theorem. : o Lﬂglange °
5 Solve Diophantine equations a1 i
> s and explore the properties of Pyt i ]
and Bachet’s equation, R ¥ e ks Ap

CL: Cogniti By
Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create)

%J Siles
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-

CO-PO/PSO Mapping for the course:

e R
== | PSOs
PO POs 1
co 1234567891O£_LEEEE—E6
ol AEAEASE SRR AR N AR EA RN EN AR
C02 R aE AR AR A A EAEA EA RN RS
CO3 e s e i3 2l sl 22l
CO4 s et s 3 [ 23 28 32 L]
C05 st e e tis e i3 2818 2(2[2]1
“31 _ Strong; “2" - Moderate; “1"- Low; «." No Correlation
Detailed Syllabus:
Unit | Topics No. of | CO
No. ; Lectures | No.
1 Fundamental theorem of arithmetic, divisibility in integers. Prime | 13 1
numbers and infinitude of primes. Infinitude of primes of special
types. Special primes like Fermat primes, Mersenne primes, Lucas
primes etc. Euclidean algorithm, greatest common divisor, least com-
mon multiple.
II Equivalence relations and the notion of congruences. Wilsori’s theo- | 11 2
rem and Fermat’s little theorem. Chinese remainder theorem. Con-
tinued fractions and their applications. Primitive roots, Euler’s Phi
function. Sum of divisors and number of divisors, Mobius inversion.
il Quadratic residues and non-residues with examples. Euler’s Crite- | 11 3
rion, Gauss’ Lemma. Quadratic reciprocity and applications. Appli-
cations of quadratic reciprocity to calculation of symbols.
v Legendre symbol: Definition and basic properties. Fermat's two | 12 4
square theorem, Lagrange’s four square theorem.
\Y Pythagorean triples. Diophantine equations and Bachet’s equation. | 13 5
The duplication formula.

Textbooks & References

[1] David Burton. Elementary Number Theory. McGraw Hill, 2010.

[2] Kenneth H Rosen. Elementary number theory and its applications, volume 1. Pearson/Addison Wesley, 2005

[3] Ivan Niven, Herbert S Zuckerman, and Hugh L Montgomery. An introduction to the theo ; i
Wiley & Sons, 1991. 1y of numbers. John

3.5 M305 : Computational Mathematics-I

Learning Ob jectiv'e (LO): The aim of this course is to introduce students to computational mathemati .
tools like Mathematica, focusing on programming fundamentals, mathematical expressions, and data st s using
Students will develop computational thinking, enhance their problem-solving abilities an(,i apply I‘nai}f;gt?esi

’ atica

concepts to practical and theoretical problems using computational approaches. '
Course Outcomes (CO): : . :
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CO Expected Cowrse Qutcomes At the end of the course, the students will be able | CL .

No. 0 ¢ L

1 tl;ndo.mmnd the core structure of programming in Mathematica, including con- | U
Stants, strings, lists, and mathematical expressions. i T

2 Apply the principles of functional programming in Mathematica, including user- | Ap
defined functions, recursive and iterative methods, and flow control.

3 Create and manipulate two-dimensional and {hreedimensional graphical repre- [ C
sentations of mathematical functions. _

4 Explore and solve problems in basic Inear ¢ gebra and calculus using built-in | An
functions and toals in Mathematica. _

5 Develop prograws in Mathematica to find numerical solutions to linear and non- ‘ Ap J
linear equations.

CL: Cognitive Levels {R-Remember; U-Understanding: Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course: ‘
PO POs PSOs

CO 12345(375910111}234!56

CO1 3221212217323371121

C0O2 3331213213233’2211

CO3 3331213213233221f

CO4 333121331323332171

CO5 3331‘213213233227211

“3" - Strong; “2" - Moderate; “1™- Low; “-" No Correlatio;
Detailed Syllabus:

Unit | Topics No. of | CO
No. Lectures | No.
I Core language and structure: Introduction to programming, No- | 11 1

tation and conversion, Mathematica basic concept, constants, strings,

lists, Mathematical expressions. 3 '
1I Functional programming: Built-in Fanctions, user-defined funce 12 5

tions, Operation on functions, Recursive functions, Iterative func- N ;

tions, Loops and Flow-control. ) &
III Two-Dimensional Graphics: Plotting functions of single variéb]e_, sz\

Three-Dimensional Graphics — Plotting functions of two variables,

other graphics command, Algebra and trigonometry.
v Basic Linear Algebra and Calculus using Mathematica, ‘T\_X\
Vv Numerical Solutions of Linear and Non-lincar equations using Math- -12\'5\

ematica. Developing Programs for each of these methods. \J

\

Textbooks & References -

(1] Eugene Don. Schaum’s outline of Mathematica. McGraw-Hill Professional, 2000,

[2] Kenneth M Shiskowski and Karl Frinkle. Principles of Linear Alpebra with 1. ;
] 2013. prex of geora with Mathematica, John Wiley & Sons,
[3] Selwyn L Hollis. CaleLabs with Mathematica: Multivariable Calculus. Thomson Learning, 1993

[4] Selwyn L Hollis. Multivariable Caleulys. Brooks/Cole Publishing Company, 2002.

=
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3.6 GL301 : Computational Mathematiés-l

Learning Objective (LO): The aim of this course is to provide students w1
tional mathematics using tools like Mathematica. The course emphasizes Progr
expressions, and problem-solving technigues, equipping students to tackle both th
jcal challenges through computational methods.

Course Outcomes (CO):

th a solid foundation in computa-
amming structures, mathematical
eoretical and applied mathemat-

CcO Expected Course Outcomes At the end of the courW}Wﬂ CL

No. to: :

1 Understand the core structure of programming in Mathematica, ncluding con- | U
stants, strings, lists, and mathematical expressions. . )

2 Apply the principles of functional programming in Mathematica, including user- Ap
defined functions, recursive and iterative methods, and flow control.

3 Create and manipulate two-dimensional and three-dimensional graphical repre- C
sentations of mathematical functions. i i ]

4 Explore and solve problems in basic linear algebra and calculus using built-in An
functions and tools in Mathematica. i

5 Develop programs in Mathematica to find numerical solutions to linear and non- | Ap
linear equations. -

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
cO 112]3 215161 7]8]9[10]11}1 2137456
CO1 3l2(2]3]2|1]2]|2 1] 3 2 1313(1]1]2 -
CcO2 3333|2132 (1]3 2 13[3(2(2]|1]{-
CO3 3333|213 ]2]|1 3 2 1313]2|21|1
CO4 3133|322 [3[3]1]3|24¢3]3 31211 -
CO5 3133|321 (3]2]1[3[2|3[3]2[2 2| -
No Correlation

«g" _ Strong; “2" - Moderate; “1"- Low; "

Contents: Practical of computational mathematics laboratory using Mathematica based on syllabus of M305

Textbooks & References

[1] Eugene Don. Schaum’s outline of Mathematica. McGraw-Hill Professional, 2000.

2] Kenneth M Shiskowski and Karl Frinkle. Principles of Linear Algebra with Mathematica. John Wiley & Sons
2013. ’

[3] Selwyn L Hollis. CalcLabs with Mathematica: Multivariable Calculus. Thomson Learning, 1998.
[4] Selwyn L Hollis. Multivariable Calculus. Brooks/Cole Publishing Company, 2002.

3.7 CB301: Essential Mathematics for Chemistry & Biology

Learning Ob jef:tive (LO?: The aim of this course is to introduce students to the essential mathematical techniqu
required in chemistry and biology, including differential equations, linear algebra, and calculus. Students will dev(elzl:::

the ability to model and analyze biological and chemical systems mathematicall i i »
and analytical skills. ¥, enhancing their problem-solving

Course Outcomes (CO):

o
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v A )

CO Expected Course Outcomes At the end of the course, the students will be able | CL )

Il%. /{(;n'derstand and solve first-order differential equations using methods §ucll as lm: U
ear equations, separable equations, and exact equations with ix.ltegratmg factors. -

2 Analyze sccond-order differential equations and apply reduction of order tech- n
niques for homogeneous equations with constant coefficients. '

3 Apply Laplace transforms and the convolution theorem to solve differential equa- | Ap
tions and systems of differential equations.

4 Understand and explore vector spaces, including the concepts of linear indepen- | U
dence, basis, and dimension.

5 Analyze eigenvalue problems, including characteristic polynomials, eigenvalues, | An
and cigenvectors of real symmetric matrices, and their propertics. J

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
CO L2345 |6[7[8[of10[11|1]2[3]4]516
CO1 31212 -12(1]2]2]1[3 2 3(s(1(1]2]2
CO2 31313 (-(2|1]3[2f1 323322112
CO3 3133 |-J2(1[3]2]1(3 2 (3322112
CO4 31313 -J2|1[3[3][1| 32 (333211
CO5 333—2132132332221

“3" - Strong; “2" - Moderate; “1"- Low; ““" No Correlation

Detailed Syllabus:

Unit | Topics ! No. of[CO

No. Lectures | No.

1 First Order Differential Equations: Linear Equations, Nonlinear | 12 1
Equations, Separable Equations, Exact Equations, Integrating Fac-
tors. :

I Second Order Linear Differential Equations: Fundamental So- 12 D)
lutions for the Homogeneous Equation, Linear Independence, Reduc- “
tion of Order, Homogencous Equations with Constant Coefficients.

111 Laplace transforms, inverse Laplace transforms, convolution theorem, [ 12 K
applications of Laplace transform to solve system of differential equa-~
tions,

v Vector Spaces: Finite dimensional over R or C, Tllustrate concepts | 12 4
with 2- or 3-dimensional examples, Linear Independence, Basis, Di-
mension, Rank of a Matrix.

A% The matrix Eigenvalue problems, Secular determinants, Characteris- 12 B
tics polynomials, Eigenvalues and Eigenvectors. Eigenvalues of real 2
symmetric matrices; Eigenvalues and Eigenvectors, important prop-

L erties and examples, “\j\_}

Textbooks & References

{1) MD Raisinghania, Ordinary and partial differential equations. S. Chand Publishing, 2013,

'2 '3' o § o . - : ‘. . . VSRARTH S ;

[2] Ceorge F Simmons, Differential equations with applications and historical notes, CRC Press, 2016

*

-

@ Scanned with OKEN Scanner




, i 'y Graw-Hi anies, Incorpo-
[3] Marc Lipson and Seymour Lipschutz. Schaum’s Outline of Lincar Algebra. McGraw-Hill Companies, 3
rated, 2018.

[4] S Kumaresan. Linear algebra: a geometric appmaclL PHI Learning Pvt. Ltd., 2000.

4 Semester-1V

4.1 M401:Analysis IT

Learning Objective (LO): The aim of this course is to provide students with an advanced unders.tandlglg of
analysis, focusing on Riemann integration, series of functions, and uniform convergence. Students will enhance

their analytical skills and develop the ability to rigorously solve problemms related to real analysis and mathematical
convergence.

Course Outcomes (CO):

CO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to: 7

1 Understand and analyze the concept of Riemann. integration, including upper | An
and lower Riemann sums, and determine integrability of functions.

2 Evaluate improper integrals using Cauchy’s condition and convergence tests, and | E
explore elementary transcendental functions and their properties.

3 Apply concepts of differentiation for multiple variables, including the Jacobian, | Ap
_and use the Inverse and Implicit Function theorems in problem-solving.

4 ‘Analyze critical points, maxima, minima, saddle points, and use the Lagrange | An
multiplier method to solve optimization problems. B

5 Understand and evaluate multiple integrals, iterated integrals, and explore inte- | E
gration on curves and surfaces using Green’s and Stokes’ theorems.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

< PO POs PSOs ]
co 112]3]4]5T6]7[8[9[10[1L 1234156
CO1 333’-2122132323212:
CO2_ sl3(3/-12[1]212[1[3[2|3[3lz(21iT3
CO3 s18|31-12/1]212]1[2[2 (323 213
CO4 333-213’2122333212
CO5 333-21321:323332’12
“3" - Strong; “2" - Moderate; “1"- Low; “" No Correlation

@ Scanned with OKEN Scanner



Detailed Syllabus:

_ _ No. of | CO
gm’c Topics a0 No.
o tures
— : c - 1
I Riemann Integration: Definition via upper and lower Riemann sums, | 14

basic properties. Riemann integrability, continuous implics f is Ric-
mann integrable, examples of Riemann integrable functions which are
not continuous on [a, b]. Propertics of Riemann Integration.
I Improper integrals, power series and elementary functions: Cauchy’s | 10 2
condition for existence of improper integrals, test for convergence.
Examples: [ #22dy [cosz?dx, [sina?dz. Power series and basic
propertics, continuity of the sum, validity of term by term differen-
tiation. Binomial theorem for arbitrary real coefficients. Elementary
transcendental functions e”,sinx,cosx and their inverse functions,
log z, tan~! #, Gudermannian and other examples.

II1 Lincar maps from R™ to R™, Directional derivative, partial derivative, | 12 3
total derivative, Jacobian, Mean value theorem and Taylor’s theorem
for several variables, Chain Rule. Parametrized surfaces, coordinate

transformations, Inverse function theorem, Implicit function theorem,
Rank theorem.

v Critical points, maxima and minima, saddle points, Lagrange multi- | 12 4
plier method. -
v Multiple integrals, Riemann and Darboux integrals, Iterated inte- | 12 5

grals, Improper integrals, Change of variables. Integration on curves

and surfaces, Greens theorem, Differential forms, Divergence, Stokes
theorem.

Textbooks & References
[1] James J Callahan. Advanced calculus: o geometric view, volume 1. Springer, 2010,
[2] Terence Tao. Analysis. Springer, 2009.

[3] Peter D Lax and Maria Shea Terrell. Multivariable Calculus with Applications. Springer, 2017,
[4] Miklés Laczkovich and Vera T S¢s. Real Anal

ysis: Series, Functions of Several Variables, and A
volume 3. Springer, 2017. , » ané App lzcatzons,

[5] Stanley J Miklavcic. An illustrative guide to multivariable and vector calculus. Springer Nature 2020
[6] Walter Rudin. Principles of mathematical analysis. McGraw-hill New York, 1976.
[7] George Pedrick. A first course in analysis. Springer Science & Business Media, 1994,

4.2 M402: Algebra II (Linear Algebra)

Learning Objective (LO): The aim of this course is to introduce students to
bra, including vector spaces, linear transformations, cigenvalues,
will develop the skills to analyze and solve
applications.

Course Qutcomes (CO):

the advanced conc
cigenvectors, and inner produc

€pts of linear alge-
problems in linear systems, abstract algebraic structy

t spaces. Students
res, and real-world

-
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CO Expected Course Outcomes At the end of the course, the students will be able | CL
No. to: ‘ g
o 1 Understand and demonstrate the fundamental concepts of vector spaces, includ- | U
ing subspaces, quotient spaces, basis, and dimension.
2 Analyze linear maps and their correspondence with matrices, and apply concepts | An
of change of bases in problem-solving. : 5
3 Evaluate eigenvalues, eigenvectors, and eigenspaces, and apply the Cayley- | E
Hamilton theorem in matrix theory.
4 Apply concepts of inner product spaces, diagonalization, and use the Gram- Ap
Schmidt process and spectral theorem for problem-solving.
b] Analyze quadratic forms, Jordan and rational canonical forms, and solve systems | An
of linear equations using appropriate techniques.
CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).
” CO-PO/PSO Mapping for the course:
) PO "~ POs PSOs
CO 112 |3[4[5]6]7[8[9]10]11(1]2[3[4]5]6
CO1 31312 -(2|1|2]21]3[2(3[3[2[1]2[3
Co2 I3 [3[3|-[2[1|2[2(1[3 23 ([3[2(2[1[3
CO3 3 33| -l2|1|2]2]1]3]2(3[3[2[1]2[3
CO4 333 -12|1|3]2]1] 223312213
CO5 3133 -[2]1]3]2[13 2333213
“3" - Strong; “2" - Moderate; “1"- Low; " No Correlation
Detailed Syllabus:
Unit | Topics B No. of] CO
No. Lectures | No.
1 Vector spaces over a field, subspaces, quotient spaces. Span and linear | 15 1
independence, basis, dimension.
I Linear maps and their correspondence with matrices with respect to | 11 2
given bases, change of bases. N
il Eigen-values, eigen-vectors, eigen-spaces, characteristic polynomial, | 11 3
‘ 2 Cayley-Hamilton theorem. B
v Bilinear forms, inner product spaces, Gram-Schmidt process, diago- | 11 4
| nalization, spectral theorem.
A Quadratic form, Jordan and rational canonical forms.:System of lin- | 12 5
ear equations. B
Textbooks & References
[1} Ramji Lal. Algebra 2: Linear Algebra, Galois Theory, Representation Theory, Group Extensions and Sciuy
Multiplier. Springer, 2017.
- [2] S Kumaresan. Linear algebra: a geometric approach. PHI Learning Pvt. Ltd., 2000,

[3] Marc Lipson and Seymour Lipschutz. Schaum’s Outline

of Linear Algebra. McGraw-Hill i
rated, 2018, ill Companies, Incorpo-
[4] Serge Lang. Linear algebra. Springer Berlin, 1987.

[5] Kenneth Hoffman and Ray Kunze. Lincar Algebra, Prentice-Hall. Inc., Englewood Cliffs, New Jersey, 1971

—
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4.3 MA403 : Introduction to Differential Equations S

Learning Objective (LO): The aim of this course is to provide students with a comprehensive understar}dmg
of differential equations, focusing on techniques such as Laplace transforms, series solutions, and systems of lmfaal'
differential equations. Students will develop the skills to model, analyze, and solve real-world problems using
differential equations.

Course Qutcomes (CO):

CQO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to:

1 Understand and apply Laplace transforms, including shifting theorems, convolu- | Ap
tion theorem, and solve systems of differential equations using Laplace transfor-
mation.

2 Analyze and solve first-order partial differential equations using Lagrange’s and | An

Charpit’s methods.

3 Classify and solve second-order and higher partial differential equations, and | An
explore methods to reduce complex equations. g .
4 Demonstrate knowledge of calculus of variations, including Euler’s equation and U ~
variational problems with fixed boundaries.
5 Evaluate variational problems with moving boundaries and apply sufficient con- | E

ditions for an extremum, such as Jacobi and Legendre conditions.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
co 172345 ]6]7]8]9]10]11|1]2[3]4[5]6
CO1 3(3[3|-|2]1]|2(2[-[3[2[3[3[3[1[2]1
cO2 313131 -121113(2]-13 12 13[3|3]1]21 - |
CO3 313(3|-12(1(3(2[-[3 2 [3[3]3[1]2][1 ‘
CcO4 31313 1-12112(2(-13 2 [3[3[3[1]2][1 '
CO5 3133 (-121]2(2[-13 ]2 [3[3]3[1]2][1 |
“31 _ Strong; “2" - Moderate; “1"- Low; “-" No Correlation PR
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Detailed Syllabus:

i i No. of | CO
. gzlt B Lectures | No.
I Laplace Transformation- Linearity of the Laplace transformation. lE‘x- 15 1
istence theorem for Laplace transforms. Laplace transforms of dcrl'vu,-
tives and integrals. Shifting theorems. Differentiation and intcgraFwn
of transforms. Convolution theorem. Solution of integral equations
. and systems of differential cquations using the Laplace transforma-
tion. _
Il | Partial differential cquations of the first order. Lagrange'’s solution, | 11 2

Some special types of equations which can be solved easily by methods
other than the general method. Charpit’s general method of solution.
II Partial differential equations of second and higher orders, Classifica- | 11 3
tion of linear partial differential equations of second order, Homo-
geneous and non-homogeneous equations with constant coefficients,
Partial differential equations reducible to equations with constant co-
6 efficients, Monge’s methods.

v Calculus of Variations- Variational problems with fixed boundarics- | 11 4
Euler’s equation for functionals containing first-order derivative
and one independent variable, Extemals, Functionals dependent on
higher-order derivatives. Functionals dependent on more than one
independent variable, Variational problems in parametric form, in-
) variance of Euler’s equation under coordinates transformation.

\Y Variational Problems with Moving Boundaries- Functionals depen- | 12 5
dent on onc and two functions, One-sided variations. Sufficient con-
ditions for an Extremuin- Jacobi and Legendre conditions, Second
Variation. Variational principle of least action.

Textbooks & References

[1] AK Nandakumaran, PS Datti, and Raju K George. Ordinary differential equations

: Principles and applications.
Cambridge University Press, 2017. :

[2] S.L. Ross. Introduction to Ordinary Differential Equations. Wiley, 1989.
R [3] George F Simmons. Differential equations with applications and historical notes. CRC Press, 2016,
* [4] MD Raisinghania. Ordinary and partial differential equations. S. Chand Publishing, 2013.

[5] AS Gupta. Calculus of variations with applications. PHI Learning Pvt. Ltd., 1996.

[6] Erwin Kreyszig. Advanced Engineering Mathematics 9th Edition with Wiley Plus Set. John Wiley & Sons, 2007
{ 4 -

4.4 M404: Topology I

Learning Objective (LO): The aim of this course is to introduce studen
topology, including metric spaces, open and closed sets, continuity,
skills to analyze topological properties and apply them to solve math
Course Outcomes (CO): :

ts to the fundamenta) concepts of
and f:ompactness. Students will develop the
ematical and theoretical problems.
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o —— [

CO Expected Course Qutcomes AL tho end of the course, the students will be able | Ol .

No. to - e

1 Understand the delinition and examples of metrie spaces, explore the concept of U
norms, and analyze motrics on different sets and spaces. —

2 Explore the topology generated by a metric, including open and closed sets, ond An
properties of open sets in metric spaces,

3 Analyze the Hausdorfl property, equivalence of metrics, limit points, closures, | An
and dense sets in metric spaces.

4 Apply the concept of continuous maps, including epsilon-delta definitions and | Ap
properties, and explore complete metric spaces with Cauchy sequences.

5 Evaluate concepts of compactness and connectedness in metric spaces, including | E
key theorems like Bolzano-Weicrstrass, Heine-Borel, and intermediate value the-

k orem.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs . PSOs
CO 123|456 |7]|8[9]10[11 {123 [4|[b|6
CO1 3|22 (1f{2|1|2|2{1{3 |2 |3|3[2|1]2]1
CO2 33312 |1|3|2|13]|2|3[3|2|2|1]2
CO3 313131213213 |2 ([3|3|[2|2]1]1
CO4 3|33 (1j{2|1)3|2|1|3 |2 (3|3|[3]|2|1]|2
CO5 33|13 |1|2|1|2|2|1|3 |2 (3[|3|3|2|1(1

“3" - Strong; “2" - Moderate; “1"- Low; “-" No Correlation
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Detailed Syllabus:

No. of | CO

Unit | Topics Lectures | No.
No. - 5
1 Metric spaces: Definition and basic examples. The discrete mct'rlc 12 1

on any set. R and R™ with Buclidean metrics, Cauchy-Schwarz 1~

equality, definition of a norm on a finite-dimensional R-vector space

and the metric defined by a norm. The set C[0, 1] with the metric

given by sup | f(£) — g(t)|, metric subspaces, cxamples. = 5

1I Topology generated by a metric: Open and closed balls, 0})611
and closed sets, complement of an open (closed) set, arbitrary unions
(intersections) of open (closed) sets, finite intersectious (unions) of
open (closed) sets, open (closed) ball is an open (closed) set, proper-
ties of open sets.

I Hausdorff property of a metric space. Equivalence of metrics, ¢x- 13 3
amples, the metrics on R? given by |z1 — y1| + |22 — y2| (resp.
maz|zy — y1), |v2 — y2| is equivalent to the Euclidean metric, the
shapes of open balls under these metrics. Limit points, isolated points,
interior points, closure, interior and boundary of a set, dense and
' nowhere dense sets.

v Continuous maps: epsilon-delta definition and characterization in | 14 4
terms of inverse images of open (resp. closed) sets, composite of con-
tinuous maps, point-wise sums and products of continuous maps into
R; homomorphism, isometry, an isometry is a homomorphism but not
conversely, uniformly continuous maps, examples. Complete met-
ric spaces: Cauchy sequences and convergent sequences, a subspace
of a complete metric space is complete if and only if it is closed, Can-
tor intersection theorem, Baire category theorem and its applications,
completion of a metric space. :

A% Compactness for metric spaces: Bolzano-Weicrstrass property, [ 11
the Lebesgue number for an open covering, sequentially compact and
totally bounded metric spaces, Heine-Borel theorem, compact subscts
of R; a continuous map from a compact metric space is uniformly
continuous. Connectedness: Definition, continuous image of a con-
nected set is connected, characterization in terms of continuous maps
into the discrete space N, connected subsets of R; intermediate value
theorem as a corollary, countable (arbitrary) union of connected sets,
connected components.

(3

o Textbooks & References

[1] Edward Thomas Copson. Metric spaces. Cambridge University Press, 1988.
[2] Robert Herman Kasriel. Undergraduate topology. WB Saunders Company, 1971.

- [3] W.R. Wade. Introduction to Analysis: Pearson New International Edition. Pearson Education, Limited, 2013

- [4] George F Simmons. Introduction to topology and modern analysis. Tata McGraw-Hill, 1963,
A [5] Wilson A Sutherland. Introduction to metric and topological spaces. Oxford University Press, 2009

4.5 G401: Statistical Techniques and applications

Learning Objective (LO): The aim of this course is to equi ‘ i

1 : ' 1 quip students with the knowledge isti i
including data' c:ollcctwn, graph_lcz_xl representation, probability distributions, and hypothgcsi(:ftsz?tt' lSthigl techmque.s,
develop the ability to apply statistical methods to analyze data and iuterpret results in vari e oty
contexts. arious practical and research

44
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Course Outcomes (CO):

[CO Expected Course Outcomes At the end of the course, the students will be able [ CL

No to :

1 Understand and analyze the collection, classification, and graphical representa- | An
tion of statistical data, and calculate measures of central tendency, dispersion,
skewness, and kurtosis.

2 Apply probability concepts, including events, theorems, and probability distri- } Ap I
butions to solve statistical problems.

3 Analyze expected values, characteristics functions, and various probability dis- [ An ]
tributions to understand their applications in statistics,

4 Apply Monte Carlo techniques for generating statistical distributions and use I Ap ,
barameter inference methods to estimate paramecters,

3 Evaluate hypotheses using statistical tests, including goodness-ol-fit, confidence | I
intervals, and analysis of variance, and demonstrate the use of the R, program for
Statistical analysis.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyzc; E-Evaluate; C-Create). Q
CO-PO/PSO Mapping for the course:
PO ~____ POs PSOs ]

Co 1W345678910[11[1]2 3[47576|
CO1 32212122-32332122
coz TTT‘EQ 12232 13,3 2[’2]’1[’2:}l
CO3 33312132-32332212
CO4 TTTT2132-32333212
COs s8] (1 ]2[T[3[5-T3 213313212

44

W

" - Strong; “2" _ Moderate; “1"- Low; “." No Correlation
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Detailed Syllabus:

Unit | Topics No. of | CO
No. Lectures | No,
1 General nature and scope of statistical methods: Collection and clas- | 11 ]

sification of data; different types of diagrams to represent statistical
data; frequency distribution and related graphs and charts, Central
tendency: Its measure and their uses. Dispersion: Its measure and
their uses, Moments; skewness and kurtosis. Scatter diagram,

II Elementary idea of probability: Events and Probabilities, Assigu- | 11 2
ments of probabilities to events, addition and multiplication theorems;
statistical independence and conditional probability; repeated trials;
mathematical expectation; Random events and variables, Probabil-
ity Axioms and Theorems. Probability distributions and properties:
Discrete, Continuous and Empirical distributions.

11 Expected values: Mean, Variance, Skewness, Kurtosis, Moments and | 13 3
Characteristics Functions. Types of probability distributions: Bi-
nomial, Poisson, Normal, Gamma, Exponential, Chi-squared, Log-
Normal, Student’s ¢, F distributions, Central Limit Theorem.

v Monte Carlo techniques: Methods of generating statistical distribu- | 13 4
tions: Pseudorandom numbers from computers and from probability
distributions, Applications. Parameter inference: Given prior discrete
hypotheses and continuous parameters, Maximum likelihood method
for parameter inference.

A% Hypothesis tests: Single and composite hypothesis, Goodness of | 12
fit tests, P-values, Chi-squared test, Likelihood Ratio, Kolmogorov-
Smirnov test, Confidence Interval. Covariance and Correlation, Anal-
ysis of Variance and Covariance. Illustration of statistical techniques
through hands-on use of computer program R.

<

Textbooks & References

[1] SC Gupta and VK Kapoor. Fundamentals of mathematical statistics. Sultan Chand & Sons, 2020,

[2] Stephen Kokoska. Introductory Statistics: A Problem-Solving Approach. Macmillan, 2008.

[3] Geoffrey Grimmett and David Stirzaker. Probability and random processes. Oxford university press, 2020,

[4] Sheldon M Ross. Introduction to probability and statistics for engineers and scientists. Academic press, 2020,
[5] Michael Akritas. Probability and Statistics with R. New York: Pearson, 2015,

[6] Dieter Rasch, Rob Verdooren, and Jiirgen Pilz. Applied Statistics: Theory and Problem Solutions with R, John
Wiley & Sous, 2019.

4.6 GL401: Computational Laboratory and Numerical Methods ( Using Python)

Learning Objective (LO): The aim of this course is to provide students with hands-
tional methods and numerical techniques using Python ‘programming. Students will de
implement numerical algorithms, and apply computational tools to analyze and solve
problems. ' ,

Course Outcomes (CO):

on experience in computa-
velop problem-solving skills,
mathematical and scientific
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. i 1
Cco Expected Course Outcomes At the end of the course, the students will be able | CL
11\10. :il‘derstaud the basic concepts of Python programming, including data types, [ U
rariable expressions, and flow of exocution: ' : ST T B
2 Apply contral flow structures, loops, and [unctions ml P:ythm.l to impleme
gorithms using data structures like lists, tuples, and (hctx('murws. . ] N
3 Analyze machine representation, error propagation, stability in numerical analy-
sis, a:nd solve linear algebraic equations using numerical methods. _ . -
4 Implement basic tools for numerical analysis, including solving algebraic functions p J
and numerical integration techniques. o _
9 Evaluate and solve matrix algebra problems, including eigenvalue determination I E I
and matrix inversion using iterative and direct methods.

CL: Cognitive Levels (

CO-PO/PSO Mapping for the course:

R-Remember; U-Understanding; Ap-Apply; An-Analyze;

E-Evaluate; C-Create).

PO POs

CO Y
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CO5 313 113 1 2 1332

[o&]

g Strong; “2" - Moderate; “1"- Low; ““" No Correlation

Detailed Syllabus:

Unit
No.

Topics

No. of
Lectures

CO
No.

Introduction to Python: Datatypes — Int, Float, Boolean, String,
and list, Variable expressions, Statements, Precedence of opcrators,
comments, module functions and its uses, flow of execution, parame-
ters, and arguments.

13

II

Control flow, loops: Conditionals, Boolean values and operators,
conditional (if), alternative (if-else), Chained conditional (if-elif-else),

Iteration - while, for, Break, continue, functions, Arrays, List, Tuples,
Dictionaries.

11

III

Machine representation and precision, Error and itg sources, propa-
gation and Analysis; Error in summation, Stability in numerical anal-
ysis, Lincar algebraic cquations, Gaussian climination, direct Trian-
gular Decomposition, matrix inversion, Understanding limitations of

calculations due to algorithm or round-oft error, Single/double preci-
sion.

v

Basic tools for numerical analysis in science;
braic functions-Fixed point method, Newtor.-
cant method. Numerical Integration -
zoidal method, Lagrange’s interpolation.

Solution of alge-
Raplison method, Se-
Roctangular method, trape-

Matrix Algebra; Approximate solution of a sot of lincar simuita.

neous equations by Gauss-Siedel iteration method,

==l
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Textbooks & References

; 0qTaTIITILE ; n. Cambrid
[1] Churis Roffey. Cambridge IGCSE® and O Level Computer Science Programming Book for Python. Cambridge
University Press, 2017.

) . . A aTie Publishers,
|2] Bhajan Singh Grewal and Grewal. JS. Nurnerical methods in Engineering and Science. Khanna Publisher
1996.

4.7 GL402: Statistical Techniques Laboratory

Learning Objective (LO): The aim of this course is to equip students with practical s.kllls in statlstlc:al tech(;
niques through laboratory exercises. Students will learn data collection, classification, graphical representation, an
statistical computations. The course enables learners to apply statistical methods to analyze data effectively and
interpret results in practical scenarios.

Course Outcomes (CO):

CcO Expected Course Outcomes At the end of the course, the students will be able | CL
No. to :
1 Understand and analyze the collection, classification, and graphical representa- | An
tion of statistical data, and calculate measures of central tendency, dispersion,
skewness, and kurtosis.

2 Apply probability concepts, including events, theorems, and probability distri- | Ap
butions to solve statistical problems.

3 Analyze expected values, characteristics functions, and various probability dis- | An
tributions to understand their applications in statistics.

4 Apply Monte Carlo techniques for generating statistical distributions and use | Ap
parameter inference methods to estimate parameters.

5 Evaluate hypotheses using statistical tests, including goodness-of-fit, confidence | E

intervals, and analysis of variance, and demonstrate the use of the R program for
statistical analysis.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C:féreate).

CO-PO/PSO Mapping for the course: '

PO POs PSOs
Co 1[2|3[4[5][6]7[8]9[10[11[1]2]3]14(57T%§
CO1 3122 (3 (2[1|2]|2]1[3[2|3[32[1[2]-
CO2 3133132122132 [3 (322111
CO3 313(3|3[2[1[38[2]1[3 [ 23322111
CO4 313332132132 [3[3 (32112
CcO5 3133821 ]3f2|1[3 2 (333 21z
“3" - Strong; “2" - Moderate; “1"- Low; “-" N.

o Correlation

Contents: Practical of applied statistics using R programming language ba.sed on syllabus of G401

Textbooks & References
{1} Chris Roffey. Cambridge IGCSE®) and O Level Co
University Press, 2017, '

{2} Bhajan
1996.

mputer Scienkg; ’Pr‘qgmmmihg Book for Python. Cambridge

Singh Grewal and Grewal. JS. N *"’l,e"iwl methods in Engmeer ing and 'Scii’mce.' Khanna Publssllers
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5 Semester-V

5.1 M501 : Analysis III (Measure Theory and Integration)

Learning Objective (L.O): The aim of this cour
measure theory, Lebesgue integration, and measurable functions. :
reasoning and learn to apply these concepts to solve complex problems in analysis and rel

se is to introduce students to advanced topics

Course Outcomes (CO):

CO
No.

Expected Course OQutcomes At the end of the course, the students will be able

Students will develop rigorous ma
ated fields.

i

in analysis, including

thematical

L

to:

1

Understand the concept of sigma algebra, measure spaces, and Lebesgue outer
measure, and explore measurable sets and their properties.

-

>
S}

Analyze measurable functions and different types of convergence, and apply the
Lebesgue integral to various classes of functions.

Apply convergence theorems such as the monotone convergence and dominated
convergence theorems in the context of Lebesgue integration.

=

Compare and contrast the Ricmann and Lebesgue integrals, and understand Rie-
mann’s theorem on functions that are continuous almost everywhere.

=

Evaluate product measures, Fubini’s theorem, and the properties of LP spaces,
including inequalities and completeness.

SE—
—

>
S .

CL: Cogpitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs I PSOs |
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1
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CO5.

e Strong; “2" - Moderate; “1"- Low; “-" No Correlation

Detailed Syllabus:

Unit
No.

No. of

Topics
Lectures

CO
No.

Sigma algebra of sets, measure spaces. Lebesgue outer measure on | 15
the real line. Measurable set in the sense of Caratheodory. Trans-
lation invariance of Lebesgue measure. Existence of a non-Lebesgue
measurable set. Cantor set- uncountable set with measure zero.

II

Measurable functions, types of convergence of measurable functions, | 15
The Lebesgue integral for simple functions, nonnegative measurable
functions and Lebesgue integrable function, in general.

I

Convergence theorems- monotone and dominated convergence theo- | 9

rems.

v

Comparison of Riemann and Lebesgue integrals. Riemann’s theorem
on functions which are continuous almost everywhere.

The product measure and Fubini’s theorem. The L? spaces and the | 12
norm topology. Inequalities of Holder and Minkowski. Completeness

cof L? and L spaces.
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Textbooks & Relerences
gration. A Halsted press book. Wiley, 1986.

[t] K. Jain, P, Jain, and V. Gupta, Lebesgue Measure and Inte
2019.

[2] S. Shivali. A Concise Introduction to Measure Theory. Springer Iuteruational Publishing,

3] C.D. Aliprantis and O. Burkinshaw. Principles of Real Analysis. Academic Press, 2008.
1

[4] LK. Rana. An Introduction to Measure and Integration. Alpha Science international, 2005.

[5] J. Yeh. Problems and Proofs in Real Analysis: Theory of Measure and Integration. World Scientific, 2014.

(6] S.G. Krantz. Elementary Introduction to the Lebesgue Integral. CRC Press, 2018.
[7] HL Royden and PM Fitzpatrvick. Real analysis 4th Edition. Printice-Hall Inc, Boston, 2010.

5.2 MB502 : Algebra 111 (Galois Theory)

Learning Objective (LO): The aim of this course is to introduce students to advanced topics in a!gebra, foc.using
on Galois theory, field extensions, and polynomial roots. Students will develop a deeper understanding of the mt.er-
play between algebraice structures and their applications, enhancing their problem-solving and abstract reasoning
skills.

Course Qutcomes (CO):

CO Expected Course Qutcomes At the end of the course, the students will be able | CL

No. to: ;

1 Understand the concept of prime and maximal ideals in commutative rings and [ U
their basic properties.

2 Analyze ficld, extensions, characteristics of ficlds, and explore algebraic exten- An
sions, splitting fields, and separable extensions.

3 Apply the concepts of Galois Theory and understand the Fundamental Theorem | Ap
of Galois Theory in finite Galois extensions.

4 Evaluate the solvability of polynomials by radicals and explore the conditions | E
under which equations are solvable.

5 Explore and understand the structure and propertics of extensions of finite fields. | U

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs

co 1]2]3]4[5]6]7]8]9]10]11|1(2]3[4]5716
CO1 322 -l21[2(2|-13[23[3[2|1[2[3
CO2 313 (3 -1211(3(2(-13 12 (3(3[212]1[3]
CO3 3133 -[2[1[3(2[-[3 2 (332213
CcO4 s 33 -121[3f2l-[3 2332213
CO5 3133 [-12[1[3[2]-[3[ 2332213

“3" . Strong; “2" - Moderate; “1"- Low; “-" No Correlation )
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Detailed Syllabus:

Unit | Topics No. of [ CO
No. Lectures | No.
I Prime and maximal ideals in a commutative ring and their elementary | 13 1
properties.
II Field extensions, prime fields, characteristic of a field, algebraic field | 15 2
extensions, finite field extensions, splitting fields, algebraic closure,
separable extensions, normal extensions. ]
11 Finite Galois extensions, Fundamental Theorem of Galois Theory. | 10 |3 |
IV Solvability by radicals, [ 7 [4 ]
\% Extensions of finite fields. [ 15 | 5 l

Textbooks & References

[1] R. Lal Algebra 1: Groups, Rings, Fields and Arithmetic. Infosys Science Foundation Series. Springer Singapore,

2017. '
(2] R.Lal. Algebra 2: Linear Algebra, Galois Theory, Representation theory, Group extensions and Schur Multiplier.
Infosys Science Foundation Series. Springer Nature Singapore, 2017.

[3] J.A. Gallian. Contemporary Abstract Algebra. Textbooks in mathematics. CRC, Taylor & Francis Group, 2020.

[4] P.B. Bhattacharya, S.K. Jain, and S.R. Nagpaul. Basic Abstract Algebra. Basic Abstract Algebra. Cambridge
University Press, 1994.

[5] David Steven Dummit and Richard M Foote. Abstract algebra. Wiley Hoboken, 2004.

[6] Nathan Jacobson. Basic algebra 1. Courier Corporation, 2012.

[7] Nathan Jacobson. Lectures in Abstract Algebra: II. Linear Algebra. Springer Science & Business Media, 2013.
[8] Serge Lang. Algebra. Springer Science & Business Media, 2012.

5.3 MS503: Topology IT

Learning Objective (LO): The aim of this course is to deepen students’ understanding of topology by exploring
general topological spaces, continuous maps, compactness, connectedness, and Separation axioms. Students will

enhance their ability to analyze and apply topological concepts to solve advanced mathematica] problems.

Course OQutcomes (CO): ~
CO | Expected Course Outcomes At the end of the course, the students will be able
No. to:
1 Understand the basic concepts of general topological spaces, including stronger
and weaker topologies, continuous maps, and finite products of spaces.
2 Analyze the concept of compactness in general topological spaces and explore the
relationship between compactness and HausdorfT property. )
3 Apply separation and countability axioms, and understand Tychonoff’s theorem
and its implications for product spaces.
4 Explore the weak and coherent topologies induced by families of maps, and un- i
derstand their applications in quotient spaces and embeddings,
5 Evaluate completely regular spaces, compactifications, and theorems related to
normal spaces, including Urysohn’s and Tietze's theorems.

CL: Cognitive Levels (R-Remember: U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Cx. eate)

51
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CO-PO/PSO Mapping for the course:

PO POs PSOs 6
co L2345 6[7[8[9J10[11[1[2]3]4]5 :
Co1 S 22 -(z[1(2(2-3|2]3]3]2]|1][2 -
co2 33 3| -z[1(3(2[-[3[2]3]3][2]2]1 :
CO3 S 8 3 -2(1(3(2(-13 2 (3]3|2]2]1
COd 31813 -T121{3(2[-3[z2[3]3[2]2]1]1
CO5 3|83 -J211[3[2]-[323]3]2]2]1]1

“3" - Stroug; “2" - Moderate; “1"- Low; “" No Correlation

Detailed Syllabus:

Unit | Topics No. of | CO
No. Lectures | No.
[ General topological spaces, stronger and weaker topologies, contin- | 15 1
uous maps, homomorphisms, bases and subbases, finite products of
topological spaces.

II Compactness for general topological spaces: Finite sub- | 15 2
coverings of open coverings and finite intersection property, continu-
ous image of a compact set is compact, compactness and Hausdorff
property. i
III Basic Separation axioms and frst and second countability axioms. | 10 3
Examples. Products and quotients. Tychonoff’s theorem. Product of
counected spaces is connected.

v Weak topology on X induced by a family of maps fo: X =5 X, | 10 4
where each X, is a topological space. The coherent topology on Y
induced by a family of maps go : Yo — Y are given topological
spaces. Examples of quotients to illustrate the universal property
such as embeddings of RP? and the Klein's bottle in R?.

A% Completely regular spaces and its embeddings in a product of in- 10 5
tervals. Compactification, Alexandroff and Stone-Cech compactifica-
tions. Normal spaces and the theorems of Urysohn and Tietze. The

metrization theorem of Urysohn.

Textbooks & References

[1] Kapil D Joshi. Introduction to general topology. New Age International, 1983.
[2] F Simmons George. Topology and modern analysis. (1963).
[3] James Munkres. Topology james munkres, second edition. 1999.

[4] John B Conway. A course in point set Topology. Springer, 2014,

5.4 M504: Probability Theory

Learning Objective (LO): The aim of this course is to provide students
ability theory, including concepts of random variables, probability distribu
Students will develop the ability to apply probabilistic techniques to analyze
Course Outcomes (CO): ‘ :

tions, €xpectation, and limit theorems,
Vand solve problems in various domains.
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]
CcO Expected Course Outcomes At the end of the course, the students will be able _—CITT
No. to : — 7
1 Understand the concept of probability as a measure, probability space, condi-
tional probability, and standard probability distributions. R
2 Analyze sequences of random variables, convergence theorems, and apply the | An
Borel-Cantelli lemmas and zero-one laws to study random events.
3 Evaluate the Central Limit Theorem, weak convergence, and characteristic func- E )
tions, and understand their applications in probability theory. .
4 Explore random walks, Markov chains, and distinguish between recurrence and | Ap
transience in the context of stochastic processes. )
5 Apply the concept of conditional expectation and study the properties of mar- Ap
L tingalcs.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
CcO L{2|3|4[5|6[7[8]9f10[11[1]2[3]4]5]6
CO1 31212 -12[112712 -1 3 2 (3131211 (12]|1
CO2 313 3 (-(2]1]3]2-]3 2 3|3]2l2l1[1
CO3 313 (3 1-(2(13[2(-13 213|312 12|11(1
CO4 31313 |-(21113]21-13 2 1313|2121 1
CO5 3|33 [-J2[1[3]2]-[3[2 (332|211
“3" - Strong; “2" - Moderate; “1"- Low; “" No Correlation )
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Detailed Syllabus:

. . No. of | CO
gmt Togics ’ Lectures | No.
o. 5 T

1 Probability as a measure, Probability space, conditional probabi'lit}’a
independence of events, Bayes formula. Random variables, distrﬂ?u-
tion functions, expected value and variance. Standard Probability
distributions: Binomial, Poisson and Normal distribution.

11 Borel-Cantelli lemmas, zero-one laws. Sequences of random variables, | 15 2
convergence theorems, Various modes of convergence. Weak law and
the strong law of large numbers. -
III Central limit theorem: DeMoivre-Laplace theorem, weak conver- | 10 o
gence, characteristic functions, inversion formula, moment generating
function.
v Random walks, Markov Chains, Recurrence and Transience. 10 4
\% Conditional Expectation, Martingales. 10 5

Textbooks & References

[1] Geoffrey Griminett and David Stirzaker. Probability and random processes. Oxford university press, 2020.

[2] Marek Capinski and Tomasz Jerzy Zastawniak. Probability through problems. Springer Science & Business
Media, 2013.

[3] Joseph K Blitzstein and Jessica Hwang. Introduction to probability. Crc Press Boca Raton, FL, 2015.
[4] Jeffrey S Rosenthal. F irst Look At Rigorous Probability Theory, A. World Scientific Publishing Company, 2006.

[5] Kai Lai Chung and Farid AitSahlia. Elementary probability theory: with stochastic processes and an introduction
to mathematical finance. Springer Science & Business Media, 2006.

5.5 PMG501: Numerical Analysis

Learning Objective (LO): The aim of this course is to introduce students to the principles and techniques of
numerical analysis, including error analysis, interpolation, numerical differentiation, and integration. Students will
develop the skills to apply numerical methods to solve mathematical problems and analyze their accuracy and
efficiency.

Course Outcomes (CO):

CO Expected Course Outcomes At the end of the course, the students will be able CL

No. to:

1 Understand the sources and propagation of errors in numerical analysis, and | U
solve linear algebraic equations using Gaussian elimination and matrix inversion
techniques. ;

2 Apply root-finding methods like bisection, Newton’s method, and Laguerre’s Ap
method, and solve matrix eigenvalue problems using methods such as Jacobi’s
method.

3 Analyze polynomial interpolation, least squares approximation, and the use of An
orthogonal polynomials for function approximation.

4 Evaluate numerical integration techniques, including Gaussian quadrature, and | B
understand numerical differentiation and Monte Carlo methods. ’

5 Apply numerical methods to solve least squares problems and ordinary differ- A
ential cquations using techniques such as predictor-corrector and Runge-Kutta, P
methods.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create)
3 bl .
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CO-PO/PSO Mapping for the course:

PO POs PSOs

CO 17213145 ]6]7[8]9]10 i1|112[3[4]5]6

CO1 sToT2(1l2]1]212]|-[3|2|3|3]2[1]2 1

CO2 3133121 [3[2]|-]3]?2 313 (2]2[1]1]

CO3 3133121 ]3|2]-]3]2 332211

CO4 313 (3l1(2|1]3|2]-]3]2]3 32|21 [1]

CO5 313312 |1|3[2[-[3]2]3 3l22|1]1

31 _ Strong; “2" - Moderate; “1"- Low; “" No Correlation
Detailed Syllabus:

Unit | Topics No. of| CO
No. Lectures | No.
1 Error, its sources, propagation and analysis; Errors in summation, | 13 1

stability in numerical analysis. Linear algebraic equations: Gaussian
elimination, direct triangular decomposition, matrix inversion.

I Root finding: review of bisection method, Newton’s method and se- 13 2
cant method; real roots of polynomials, Laguerre’s method. Matrix
eigenvalue problems: Power method, eigenvalues of real symmetric
matrices using Jacobi method, applications.

111 Interpolation theory: Polynomial interpolation, Newton’s divided dif- | 11 3
ferences, forward differences, interpolation errors, cubic splines. Ap-
proximation of functions: Taylor’s theorem, remainder terin; Least
squares approximation problem, Orthogonal polynomials.

v Numerical integration: review of trapezoidal and Simpson’s rules, | 11 4
Gaussian quadrature; Error estimation. Numerical differentiation.
Monte Carlo methods.

A% Least squares problems: Linear least squares, examples; Non-linear | 12 5

least squares. Ordinary differential equations: stability, predictor-
corrector method, Runge-Kutta methods, boundary value problems,
basis expansion methods, applications. Eigenvalue problems for dif-
ferential equations, applications.

Textbooks & References

[1] Bhajan Singh Grewal and Grewal. JS. Numerical methods in Engin ) j

ey gineering and Science. Khanna, Publishers,

[2] Kendall E Atkinson. An introduction to numerical analysis. John wiley & sons, 2008.
[3] Amos Gilat. MATLAB: an introduction with applications. John Wiley & Sons, 2004.
[4] Richard Hamning. Nurnerical methods for scientists and engineers. Cburier Corporation, 2012

[5] Y Vetterlillg, V Press, S Teukolsky, and B Flannery. Numerical Recipes in C. Cambridge University P 2
y Press, 2000
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5.6 PML501: Numerical Methods Laboratory
Learning Objective (LO): The aim of this course is to provide students w‘ith practical lczx})c:";:;igiax 11:&21;1:::&;2;‘1::5
aumerical methods using computational tools such as MATLAB. Students will learn to solve z

analyze data, and develop efficient algorithms for numerical computations.
Course Qutcomes (CO): «

v Gt |

CO Expected Course Qutcomes At the end of the course, the students will be able | CL

No. to: .

1 Understand and work with Matlab, performing basic arithmetic operations, man- U
aging variables, and creating script files.

2 Apply concepts of arrays, plotting, and control structures, including loops and Ap
conditional statements, to solve problems in Matlab.

3 Create and manage function files in Matlab, perform polynomial operations, and | Ap
implement interpolation and curve fitting techniques.

4 Solve algebraic and transcendental equations using graphical methods and nu- | E
merical techniques such as Bisection, Secant, and Newton-Raphson methods.

5 Apply numerical methods to solve ordinary differential equations using methods | Ap

like Euler’s, Taylor's, and Runge-Kutta, and address boundary value and eigen-
‘ value problems.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
CcO 12374567 [8]9J10[11]1[2]|3]|4]|5]|6
CO1 3l2l2|3(2(1]2(2|-[3|2]|3[|3]|2]|1]2]-
cOo2 313133 [2|1(2|2(-]3|2(3[3|2(2|1]- .
CO3 31313132113 |2|-|3|2|3|3]2|2(1]-
CO4 313[3(3|2|1|3(2|-[3|2(|3|3|]2|2]|1]-
CO5 31313 3(2|1(3|2]- 3 213131221} -
“3" _ Strong; “2" - Moderate; “1"- Low; ““" No Correlation
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Detailed Syllabus:

D—\Iﬁ Cco

1I.\init Topics - Lectures | 'No.

0. | e
1 Starting Matlab, Matlab windows, Working in the command wi‘nd(‘)\v, 13 1
arithmetic Operations with scalars, Math Built-in function, Designing
Scalar variables, Useful commands for managing variables, Script files. _
I Creating Arrays, Mathematical Operations with Arrays, Two- | 12 i
Dimensional Plots, Relational and logical Operators, Conditional
statement, loops, Nested Loops and Nested Conditional Statements,
The break and continue command.
11 Creating a function file, Structure of a function file, Local and Global | 12 3
variable, Polynomials - value of a polynomial, Roots of a polynomial,
Addition, multiplication and Division of polynomials, Derivative of
polynomials, Curve Fitting with polynomials, Interpolation.
v Solution of Algebraic and Transcendental Equation, Basic proper- | 12 4
| ties of equations, Synthetic Division of a polynomial by a linear ex-
pression, Graphics Solution of equations, Bisection Method, Secant
Method, Newton Raphson Method, Mullers Method, Gauss elimina- “
tion Method, Gauss Jordan Method. -
v Numerical solution of ordinary Differential equations: Intro- | 11 5
duction, Picard Method, Euler’s Method, Taylor’s Series Method,
Runge Kutta Method, Boundary value problems, Eigen value prob-
lems.

Textbooks & References

[1] Bhajan Singh Grewal and Grewal. JS. Numerical methods in Engineering and Science. Khanna Publishers
1996. '

[2] Amos Gilat. MATLAB: an introduction with applications. John Wiley & Sons, 2004.

[3] Richard Hamming. Numerical methods for scientists and engineers. Courier Corporation, 2012.

6 Semester - VI

6.1 M601: Analysis IV (Complex Analysis)

Learning Objective (LO): The aim of this course is to i i
ecti LO): provide students with a comprehensi ;
complex analysis, including concepts of complex numbers, analytic functions, confom?al u:;s)gii;snd:;ztaéldmlg ?f
) auchy’s

theorems. Students will develop the ability to solve probl i i
problems in complex d .
to practical scenarios. . P omeains and apply theoretical knowledge

Course Outcomes (CO):
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CO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to : : ‘

1 Understand the concepts of complex numbers, Riemann sphere, and Mobius | U
transformations and their geometric interpretations.

2 Apply the Cauchy-Riemann conditions to identify analytic functions, explore | Ap
harmonic functions, and use power series and conformal mappings. —

3 Analyze contour integrals and apply Cauchy’s theorem and integral formula to | An
simply and multiply connected domains. -

4 Evaluate real integrals using concepts of isolated singularities, Laurent series, and | E
the residue theorem, and understand fundamental theorems such as Morera’s and
Liouville’s.

) Explore the concepts of zeros, poles, and the argument principle, and apply | Ap
Rouché’s theorem in solving complex analysis problems.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

POs PSOs
CO 12345678910111234’576
CO1 322-2122-3233212773
CO2 333-2122-32373221737
CO3 333-2132-32373:22137
CO47333-2132-3233727213
CO5 333-2132-32332;213
“3" - Strong; “2" - Moderate; “1"- Low; " No Correlation
Detailed Syllabus:
Unit | Topics 2 No. of [ CO
No. | Lectures | No.
I Complex numbers and Riemann sphere. Mobius transformations. 10 1
I An;lytic functions. Cauchy-Riemann conditions, harmonic functions, | 10 132
Elementary functions, Power series, Conformal mappings.
111 Contour integrals, Cauchy theorem for simply and multiply connected 13 3
domains. Cauchy integral formula, Winding number.
* v Morera’s theorem. Liouville’s theorem, Fundamental theorem of Al- | 14 4
gebra. Zeros of an analytic function and Taylor’s theorem. Isolated
singularities and residues, Laurent series, Evaluation of real integrals.
Vv Zeros and Poles, Argument principle, Rouch{a’s theorem. 13 S 5

" Textbooks & References

[1] Saminathan Ponnusamy and Herb Silverman. Complez variables with applications, Springer, 2006.

[2] D Martin and LV Ahlfors. Compler analysis. New York: McGraw—HilI, 1966.

[3] Bruce P Palka. An introduction to complex function theory. Springer Science & Bﬁsiness Media, 1991,
[4] Ruel Churchill and James Brown. Complex Variables and Applications. McGraw Hill, 2014.

|5} Endre Pap. Complex analysis through ezamples and ezemi;se;;. Sp;ingef Science & Business. Media, 1999.
[6] Dennis Spellman. Schaum’s Outline of Complex Vdﬁables. McGraw-Hill, Neﬁv York, 2009. V

~
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Textbooks & References

strac 2bra.  Cambridge
[1] Phani Bhushan Blhattacharya, Surender Kumar Jain, and SR Nagpaul. Basic abstract algebra. Cambridg
University Press, 1994.

[2] David Steven Dummit and Richard M Foote. Abstract algebra, volume 3. Wiley Hoboken, 2004.
[3] Nathan Jacobson. Basic algebra I. Courier Corporation, 2012.
[4] Nathan Jacobson. Lectures in Abstract Algebra: I1. Linecar Algebra. Springer Science & Business Media, 2013.

(5] Serge Lang. Algebra. Springer Science & Business Media, 2012.

6.3 MG603 : Partial Differential Equations

Learning Objective (LO): The aim of this course is to provide students with a thorough undcrstan.ding of partial
differential equations, including their origins, classifications, and methods of solution. Students will develop the

skills to analyze and solve mathematical models involving PDEs and apply them to various scientific and engineering
problems.

Course Outcomes (CO):

CcO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to : .

1 Understand the origins and generalities of partial differential equations, including | U
the Cauchy problem, characteristics, and uniqueness theorens.

2 Analyze first-order quasilinear equations using the method of characteristics, and | An
explore fully nonlinear equations, such as the Eikonal and Haimilton-Jacobi equa-
tions.

3 Apply detailed analysis to Laplace and Polsson equations, using Green's function Ap

and integral representations to explore properties like analyticity, mcan value,
and maximum principles.

4 Evaluate the Cauchy problem for the wave equation and understand its integral | E 4
representation, properties of propagation, and domain of influence. |
5 Explore the Cauchy problem for the heat equation, analyze solutions using inte- | An

gral representations and Fourier methods, and understand concepts like infinite
propagation speed and non-uniquencss,

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create)

CO-PO/PSO Mapping for the course:

PO POs : PSOs
co 1123456789 10T 3
co1 RPN I EREEE
CO2 S8 ST T (3o~ 3 213
Co3 333 - 2 (T3 2131513
c0od 33182 13313213
c05 S 33 - 213z T35 3]
“3" - Strong; “2" - Moderate; “1"- Low: " Ng Correlation
LY
&/ 60 »
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Detailed Syllabus:

No. of

Unit

Topics

Lectures

No.

Jeneralities on the origins of partial differential equations. Gufleral-
ities on the Cauchy problem for a scalar linear equation of arbitrary
order. The concept of characteristics. The Cauchy-Iowalevsky tl}c-
orem and the Holmgren’s uniqueness theorem. First order partial
differential equations and their solutions.

13

11

Quasilinear first order scalar partial differential equations and the
method of characteristics. Detailed discussion of the inviscid Burger’s
equation illustrating the formation of discontinuities in finite time.
The fully nonlincar scalar equation and Eikonal equation. The

Hamilton-Jacobi equation.

12

CcO

ERCIEL

111

Detailed analysis of the Laplace and Poisson’s equations. Green's
function for the Laplacian and its basic properties. Integral repre-
sentation of solutions and its consequences such as the analyticity of
solutions. The mean value property for harmonic functions and max-
imum principles. Harnack inequality.

12

v

The wave equation and the Cauchy problem for the wave equation.
The Euler-Poisson Darboux equation and integral representation for
the wave equation in dimensions two and three. Properties of solu-
tions such as finite speed of propagation. Domain of dependence and
domain of influence.

12

The Cauchy problem for the heat equation and the integral repre-
sentation for the solutions of The Cauchy problem for Cauchy data
satisfying suitable growth restrictions. Infinite speed of propagation
of signals. Example of non-uniqueness. Fourier methods for solving
initial boundary value problems.

Textbooks & References

[1] AK Nandakumaran and PS Datti.

Cambridge University Press, 2020.

[2] MD Raisinghania. Ordinary and partial differential equations. S. Chand Publishing, 2013.

[3] A Weinstein. R. Courant and D. Hilbert, Methods

1954.

{4] Robert C McOwen. Purtial differential equations: methods and applications. Pearson, 2004.

6.4 M604: Ordinary Differential Equations

Learning Objective (LO): The aim of this course i
of ordinary differential equations, including
qualitative analysis, Students will

real-world problems,
Course Outcomes (CO):

s to provide students with a com
existence and uniqueness theorems, linear
develop skills to model, analyze, and solve ODEs

@ Scanned with OKEN Scanner
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of mathematical physics. American Mathematical Society,
)

prehensive understa.nding

and nonlinear Systems, and
» applying them tq various




I3 1
! CO Expected Course Outcomes At the end of the course, the students will be able CL
No.

to:

Understang mr——— 0 - s or systermns i
1 Understand the basic existence and uniqueness theorems for systems of ordinary | U

differential equations, including the Lipschitz condition and the implications of
Gronwall’s lemma,

2 Analyze Tinear systems of differential equations using Wronskian properties, Abel | An
Liouville formula, and the method of variation of parameters.

3 Apply techniques to solve linear systems with constant coefficients, and explore Ap
the role of matrix exponentials in inhomogeneoys systems. . :

4 Evaluate second-order scalar differential equations, focusing on Sturm comparison | E
and separation theorems, and understand Sturm-Liouville problems.

) Study series solutions of ordinary differential cquations and perform detailod Ap

analysis of Besse] and Legendre differentia] equations.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create),

CO-PO/PSO Mapping for the course:
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Detailed Syllabus:

< No. of | CO
Ilémt Topics Fictivds ) NO
= - T = 1
I Basic existence and uniqueness of systems of ordinary differential | 15

equations satisfying the Lipschitz’s condition. Examplcs.i!lustrat—
ing non-uniquencss when Lipschitz or other relevant conditions are
dropped. Gronwall’s lemma and its applications to continuity of the
solutions with respect to initial conditions. Smooth dependence on
initial conditions and the variational equation. Maximal interval of
existence and global solutions. Proof that if (a,b) is the maximal in-
terval of existence and « < 1 then the graph of the solution st exit
every compact subset of the domain on the differential equation.

II Linear systemns and fundamental systems of solutions. Wronskians | 10 2
and its basic properties. The Abel Liouville formula. The dimension-
ality of the space of solutions. Fundamental matrix. The method of
variation of parameters.

III Linear systems with constant coefficients and the structure of the | 12 3
solutions. Matrix exponentials and methods for computing them.
Solving the in-homogeneous system.

Second order scalar linear differential equations. The Sturm compar- | 12 4
ison and separation theorems and regular Sturm-Liouville problems.

V| Series solutions of ordinary differential equations and a detailed ana- | 11
L lytic study of the differential equations of Bessel and Legendre.

v

(N3

Textbooks & References

[1] AK Nandakumaran, PS Datti. and Raju K George. Ordina
Cambridge University Press, 2017.

[2] S.L. Ross. Introduction to Ordinary Differential Eqdatz'ons. Wiley, 1989.

[3] George F Simmons. Differential equations with applications and historical notes. CRC Press, 2016.
[4] MD Raisinghania. Ordinary and partial differential equations. S. Chand Publishing, 2013.

6.5 M605: Numerical Analysis of Partial Differential Equations

Learning Objective (LO): The aim of this course is to equip students with numerical techn;
- - 3 . - ln(:al i
partial differential equations. Topics include classification of PDEs, finite difference methods ey sowving

- .2 . i and Stabﬂity analvsi
Students will develop the ability to implement numerical algorithms and analyze their effici ey
solving real-world problems. 4 ir efficiency and accuracy in
Course Outcomes (CO):

———

ry differential equations: Principles and applications.
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CO Expected Course Outcomes At the ond of the course, the students will be able | CL

No. to :

1 Understand the classilication of partial ditferentinl equations and analyze the | U

) properties of heat, wave, and Laplace equations.

2 Apply finite difference methods to solve two-dimensional Poisson equations, and | Ap
perform convergence analysis in simulation contexts.

3 Explore and analyze finito volume methods for two-dimensional diffusion equa- | An
tions, and understand the relationship between finite volumes and finite differ-
ences.

4 Evaluate spectral methods based on Fourier series and Chebyshev polynomials, | E
and understand their convergence properties.

5 Understand strong, weak, and variational forms of differential equations, and | U
generalize their discretization techniques with different boundary conditions.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

!' ll PO POs PSOs

CO 1234507891()11123456
CO1 322-2122~32332121
CO2 333-2122-32(32211
CO3 333-2132-32332211
CO4 333—2132~32332211
CO5 333-2122-32632211
“3" - Strong; “2" - Moderate; “1'"- Low; " No Correlation
Detailed Syllabus:
Unit | Topics No. of[CO
No. . Lectures | No,
I Partial Differential Equations, Classification, Heat, Wave, Laplace | 12 1
Equations, Elliptical problems.
1I Finite differences for the Two-dimensional Poisson Equation, Conver- | 12 9
gence Analysis, Room Temperature Simulation using Finite Differ-
i enees.
# 11T Finite volumes for a general Two-dimensional Diffusion Equation, | 12 3
Boundary conditions, Relation between Finite Volumes and Finite
differences, Finite Volume method are not Consistent, Convergence
Analysis.
v Spectral Method Based on Fourier series, Spectral Method with Dis 12 El
crete Fourier series, Convergence Analysis, Spectral Method Based
‘e on Chebyshev Polynomials.
\Y Strong form, Weak or variation form, and Minimization, Discretiza. | 12 5
tion, More General Boundary conditions, Convergence Analysis, Gen-
o eralization to Two — Dimensions.

Textbooks & References

(1] Martin J Gander and Felix Kwok. Numenrical analysié of partial differential equations using maple and MA TLAB
SIAM, 2018. '

[2] Matthew P Coleman. An introduction to partial differential cquations with MATLAB, CRC Press, 2016.

'S

64
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3] Jichun Li and Yi-Tung Chen. Computational partial differential equations using MATLABG®. Crc Press, 2019.

6.6 ML601: Computational Mathematics Laboratory-III (Numerical Analysis of
PDE using Matlab or Python)

Learning Objective (LO): The aim of this course is to provide students with hands-on experience .in compu-
tational mathematics by solving partial differential equations using MATLAB or Python. Students wilt develop
practical skills to implement numerical methods, analyze solutions, and understand the computational aspects of

PDEs in scientific and engincering contexts.

Learning Qutcomes

LO Learning Outcomes Cognitive
No. Level
(cL)
1 Use MATLAB to solve PDE. B Ap
2 Understand the Numerical Analysis of PDE using MATLAB or | U ‘
Python. - ’
3 Apply finite element method, finite difference method to solve PDEs. | Ap
4 Apply the Spectral Method Based on Fourier series, Spectral Method | Ap
with Discrete Fourier series. .
5 Understand the Room Temperature Simulation using Finite Differ- | U
€1nces.
CO-PO/PSO Mapping for the course:
PO POs PSOs
CO 1234567891011 |1[2]3[4]5]6
CO1 3122|321 2]|2|-|3 2 1313|121 ]2]-
CcO2 3131332112 (2|-1]3 2133122 1]-
CO3 313131321113 ]2(-]3 213131221 -
CO4 313 (3|3 |2[1(3]2]|-[3]2]|3[3|[2]2]1]-
CO5 31313 (3(21112(2]|-1]3 2 13(3|2|2]1]{-
“3" - Strong; “2" - Moderate; “1"- Low; ““" No Correlation -
Contents: Practical of numerical analysis of partial differential equations using Matlab or Python based on ”

syllabus of M605.
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Detailed Syllabus:

: < No. of | CO
gz:.lt Topics Lab No.
Hours

I Partial Differential Equations, Classification, Heat, Wave, Laplace | 12 1
Equations, Elliptical problems. =

II Finite differences for the Two-dimensional Poisson Equation, Conver- | 12 2
gence Analysis, Room Temperature Simulation using Finite Differ-
ences.

III Finite volumes for & general Two-dimensional Diffusion Equation, | 12 3
Boundary conditions, Relation between Finite Volumes and Finite
differences, Finite Volume method are not Consistent, Convergence
Analysis.

v Spectral Method Based on Fourier series, Spectral Method with Dis- | 12 4
crete Fourier series, Convergence Analysis, Spectral Method Based
on Chebyshev Polynomials. : B

\Y Strong form, Weak or variation form, and Minimization, Discretiza- | 12 5
tion, More General Boundary conditions, Convergence Analysis, Gen-
eralization to Two — Dimensions.

Textbooks & References

[1] Martin J Gander and Felix Kwok. Numerical analysis of partial differential equations using maple and MATLAB.
SIAM, 2018.
[2] Matthew P Coleman. An introduction to partial differential equations with MATLAB, CRC Press, 2016.

[3] Jichun Li and Yi-Tung Chen. Computational partial differential cquations using MATLAB®). Crc Press, 2019.

7 - Semester - VII

7.1 M701 : Functional Analysis

Learning Objective (LO): The aim of this course'is to introduce students to the fundamental concepts of
functional analysis, including normed linear spaces, Banach and Hilbert spaces, and important theorems such
as Hahn-Banach and Banach-Steinhaus. Students will develop the skills to analyze functional spaces and apply
theoretical insights to mathematical and applied problems.

Course Outcomes (CO):

CcO Expected Course Outcomes At the end of the course, the students will be able W

No. to :

1 Understand the properties of normed linear spaces, Riesz lemma, and key theo- | U
rems such as Heine-Borel and Hahn-Banach.

2 Analyze Banach spaces, subspaces, and quotient spaces, and explore principles | An
like uniform boundedness and the open mapping theorem,

3 Apply the concepts of spectrum, eigenspectrum, and dual spaces, and understand Ap
the spectral radius forinula and Gelfand-Mazur theorem.

4 Evaluate Hilbert spaces using Bessel inequality, Riesz-Schauder theorem, Fourier | &
expansions, and Parseval’s formula. 7

5 Understand the framework of Hilbert spaces, applying the projection theorem, | U
Riesz representation theorem, and Halin-Banach extension uniqueness.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

Xt
66
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CO-PO/PSO Mapping for the course:

5O POs PSOs -
CO 1123 [4]5|6]7(8|9|10[11[1]2]3[4]5
CO1 3p2(2|-J2|1]2f2|-13]2[3[3[2[1[2]1
CO2 333-2132-372332211
CO3 I3 3 -J2f1[3]2[-[3 2 (332211
CO4 3[3|3]-J2[1[3[2[-[3]2]3(3]2(2]1]1
| CO5 533-21"32-32:332211

“3" - Strong; “2" - Moderate; “1"- Low; “" No Correlation
Detailed Syllabus:

Unit | Topics ‘ No. of | CO

No. : Lectures | No. #

1 Normed linear spaces. Riesz lemma, Heine-Borel theorem. Continu- | 14 1
ity of linear maps. Hahn-Banach extension and separation theorems.

11 Banach spaces. Subspaces, product spaces and quotient spaces. Stan- | 12 2
dard examples of Banach spaces like I, I!, etc. Uniform boundedness
principle. Closed graph theorem. Open mapping theorem. Bounded
inverse theorem. )

II1 Spectrum of a bounded operator. Eigenspectrum. Gelfand-Mazur 12 3
theorem and spectral radius formula. Dual spaces. Transpose of a

) boundedilincar map. Standard examples. ) )

IV | Hilbert spaces. Bessel inequality, Riesz-Schauder theorem, Fourier | 12 4
expansion, Parseval’s formula,

& In the framework of a Hilbert space: Projection theorem. Riesy rep- | 10 5

resentation theorem. Uniqueness of Hahn-Banach extension,

Textbooks & References

[1] S kumaresan and D Sukumar. Punctional Analysis A first course. Narosa, 2020.

[2] John B Conway. A course in functional analysis. Springer, 2019.

[5] Balmohan Vishnu Limaye. Functional analysis. New Age International, 1996,

[6] Angus Eliis Taylor and David C Lay. Introduction to functional analysis, volume 1. Wiley New York, 195
Ork, 8.

7.2 M702: Discrete Mathematics

Learning Objective (LO): The aim of this course is to introduce students to the funds,

discrete matliematics, including combinatorics, graph theory, logic, and set theory. Students v

iﬁlental Concepts of
solving skills and learn to apply discrete structures to analyze and solve compl develop proble;

& ex : n-
mathematics. ; 2 % Problems in

Omputer Science ang
Course Outcomes (CO): e
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tiong, and desigh and implementation of digital networks and switching circuits.

O T Epatal Tourse Outcomes At the ond of the cowrse, the students will be able | CL
N, to
1 Understand hasic soneepts of combinatorics, mcluding permutations, combina- | U
| bons, and the Pigeonhole Principle, and their applications.
2 Apply principls Hke Tnclision-Exclusion wd concepts from formal languages to | Ap
amalre combinatorial and computational problems.
3 Analive fnte state machines, evaluate time complexity of algorithms, and use | An
| Senerating fanctions to represent diserete numeric functions.
ornudate and solve recurrence relations using generating functions and explore | Ap
tecmsive algorithms in solving hnear recurrence relations. -
S Understand and apply Boolean slgebra concepts, such as lattices, Boolean func- u

CL: Cognitive Levels {R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO,/PSQO Mapping for the course:

PO POs
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CO 1121314
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2
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o 1o
1

N, 0 ~ 5 «
CO2 313131 -
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Pt | | O
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9| | o

(RN 313137 - 9

5| e

ot | et | et | et
‘) e
[N B 2]

1}
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(9]
| 19| O] | =

CO4 J13(13]- 2
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1| o 1o 1o 1| wol g

pt | ot | | 1= | 10| 0

[ RN B N 21 b S Rel)

[7] K%
[}

N = . “ <
COb NNHEE 13 3
wn
s

3" - Strong: “2" - Moderate; “1"- Low; *-" No Correlation

(]
(2]

Detailed Syllabus:

Unit
No.

Topics No. of
Lectures

CcO
No.

1

Combinatorics: Permutations and combinations. Linear equations | 15
and their relation to distribution into boxes. Distributions with repe-
titions and non-repetitions. Combinaterial derivation of these formu-
lac. Pigeonhole Principle and applications.

11

Binomial and multinomial theorems. Inclusion-Exclusion Principle | 12
and Applications. Computability and Formal Languages - Ordered
Sets, Languages. Phrase Structure Grammars. Types of Grammars
and Languages.

I

Finite State Machines - Equivalent Machines. Finite State Machines | 11
as Language Recognizers. Analysis of Algorithms - Time Complexity.
Complexity of Problems. Discrete Numeric Functions and Generating
Functions.

v

Recurrence Relations and Recursive Algorithms - Linear Recurrence | 11
Relations with constant coefficients. Homogeneous Solutions. Partic-
ular Solution. Total Solution. Selution by the Method of Generating

Functions.

Boolean Algebras - Lattices and Algebraic Structures. Duality, Dis- | 11
tributive and Complemented Lattices. Boolean Lattices and Boolean
Algebras, Boclean Functions and Exprers. Caleulus. Design and Im-

plementation of Digital Networks. Switching Circuits.
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Textbooks & References

[1] Kenneth H Rosen. Discrete mathematics and its applications. McGraw-Hill, 2012.
[2] C Vasudev. Graph theory with applications. New Age International, 2006,

[3] Chung Laung Liu. Elements of discrete mathematics. McGraw-Hill, Inc., 1985.

[4] Richard Johnsonbaugh. Discrete mathematics. Pearson, 2009.

_ o : il
[5] Willem Conradie and Valentin Goranko. Logic and discrete mathematics: a concise introduction. John Wiley
& Sons, 2015.

[6] Narsingh Deo. Graph theory with applications to engineering and computer science. Courier Dover Publications,
2017.

[7] Kapil D Joshi. Foundations of discrete mathematics. New Age International, 1989.

7.3 MT703: Introduction to Mathematical Modelling

Learning Objective (LO): The aim of this course is to introduce students to the principles of mathematical
modeling, including model formulation, analysis, and interpretation. Students will learn to apply mathematical
models to represent real-world systems, analyze their behavior, and provide insights into scientific and engineering
problems.

Course Outcomes (CO):

CO [ Expected Course Outcomes At the end of the course, the students will be able ’ CL 'I

No. to :

1 Understand the principles, properties, and characteristics of different types of | U
mathematical models and their limitations, focusing on dynamic models and

_| model reduction techniques. 3

2 | Apply algebraic modeling techniques to real-world problems, such as data fitting, [ Ap
dimensional analysis, and systems like the Global Positioning System.

3 Analyze discrete models such as Malthusian growth, economic rxfodels, and time- | An
dependent growth, exploring periodic points, bifurcations, and chaos.

4 Evaluate continuous models like the Piedator-Prey and Chemostat models, and |

explore linear and nonlinear oscillators using qualitative analysis.
Explore bifurcation theory, understand its conditions and applications, and an- An
alyze symmetry-breaking and global bifurcations in discrete and continuoy

tems o \J

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-

[J]

Create).

CO-PO/PSO Mapping for the course:

PO POs
co 112]3T4[5[6]7[8]9 0
CO1 3lz2-T2[122-T3
CO2 333 -[2][1]2(z-T3
CO3 31338 -[2]1[3(2-T3
CO4 8133 -12l1[321-T3
CO5 SI8[3]-T2[1[3 2T

“8" - Strong; “2" _ Moderate; “1"- Low; ‘“" No Cor

£

@ Scanned with OKEN Scanner



Detailed Syllabus:

No. _of | CO
gnit Topics Lectures | No,
0. ‘ 7

: P
I Mathematical Model, types of Mathematical models and properties, 15
Elementary models, Models by nature of environment, Modcl'f; by the
Extent of generality, Principle of modcling, Solution method for mn(lla
els, Characteristics, Advantages and Limitations of a model, Dynami¢
Models. State variables and parameters, methods and challenges.
Model reduction.
11 Algebraic Models: Temperature and the Chirping of a Cricket, Lcw‘;t 11
Squares Fitting of Data, The Global Positioning System, Allometric
Models, Dimensional Analysis. e i o——
11 Discrete Models: Malthusian Growth Model, Economic Interest Mod- | 11 3
els, Time-Dependent Growth Rate, Qualitative Analysis of Discrete
Models, Periodic Points and Bifurcations, Chaos. )
v Continuous Models: Chemostat, Qualitative Analysis of Continu- | 11 4
ous Models, A Laser Beamw Model, Two Species Competition Model,
Predator-Prey Model, Mcthod of Averaging, Lincar and Nonlincar
Oscillators, Compartmental Models.
A% Bifurcation Theory, Examples and Phase Portraits, Conditions for | 12
Bifurcations, Codimension of a Bifurcation, Codimension One Bifur-
cations in Discrete Systems, Codimension One Bifurcations in Contiri-
uous Systems, Global Bifurcations, Symmetry-Breaking Bifurcations.

2l

<

Tektb ooks & References

[1] Antonio Palacios. Mathematical Modeling: A Dynamical Systems Approach to Analyze Practical ]

roblemy in
STEM Disciplines. Springer Nature, 2022.

[2] Joel Kilty and Alex McAllister. Mathematical Modeling and Applied Caleulus. Oxford University Press, 2018,

[3] Edward A Bender. An introduction to mathematical modeling. Courier Corporation, 2000,

7.4 M704: Operations Research

Learning Objective (LO): The aim of this course is to introduce students to the fundamental concepts and teclh-
niques of operations research, including linear programming, optimization methods, and decision-making mod'(:lg
Students will develop the ability to apply these techniques to solve complex problems in nanagetent, cngixwérix; '
and other fields. ' CTing,

Course Outcomes (CO):

co Expected Course Outcomes At the end of the course, the students will be able [ CI,
No. to: :
- Understand the nature, scope, and mathematical formulation of linear program. | U
ming problems, and solve them using graphical and matrix methods.
5 Apply the simplex method, including the two-phase simplex algorithm, to golve | A
various linear programming problems efficiently. ; s
3 Analyze the principles of duality in the simplex method, handle unrestricted | A
variables and problems of degeneracy, and formulate dug] constraints, °
4 Evaluate elementary queuing and inventory models, and solve steady-state solu. 5]
tions of Markovian queuing models like M/M/1, M/M/C, and M/ G/1,
g Explore game theory concepts, focusing on two-person zero-sum goames, and golve | A
game problems graphically by reducing them to linear programming ‘p’roblems e

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-¢} o)
y U-Create),

W
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CO-PO/PSO Mapping for the course:

PO POx PSOs

% L[ 2] [A[5[0[7[8[9 0 1T |1]2[3[4]5]6

(01 S22l 22 -3 2 (3(3[2(1[2]1

OO s s e -3z 332z (11

CO3 1313|8121 |3[2]-13 2 1313(22]1]1

CO4 JI3 (38321 (3]2]-13 2131312211

CO5 J 333213 [2-]3 2332211

“3" - Strong; “2" - Moderate; “1'"- Low; ““" No Correlation
Detailed Syllabus:
Unit | Topics No. of | CO
No. Lectures | No.
1 Introduction, Nature and Scope of operations research. Linear Pro- 15 1

gramming: Introduction, Mathematical formulation of the problem,
Graphical Solution methods, Mathematical solution of linear pro-
gramming problem, Slack and Surplus variables. Matrix formulation
of general lincar programming problems.

11 The Simplex Method: Simplex algorithm, Computational proce- | 12 . 2
dures, Artificial variables, Two-phase Simplex Method, Formulation
of linear programuming problews and its solution by simplex nethod.
111 Unrestricted variables, problems of degenceracy, Principle of duality in | 12 3
simplex method, Formation of dual with mixed type of constraints,
Solution of primal and dual constraints,

v Elementary queuing and inventory models, Steady-state solutions of | 11 4
Markovian queuing models: M/M/1, M/M/1 with limited waiting
space, M/M/C, M/M/C with limited waiting space, M/G/1.

Vv Game Theory: Introduction, Two persons zero sum games, The | 10 AR
maxmin and minimax principles. Graphical Solution: Reduction of
game problem to LPP,

Textbooks & References

[1] :(r)(ik;aclkos Hillicr and Gerald J. Licherman, Introduction to operations research. McGraw-Hill Higher Educa.

[2] Kanti Swarup, P, K. Gupta, and Man Mohan. Operations Research. Sultan Chand & Sons Publishers 1977

[3] JK Sharma. Operation Research: Theory und Application 4th Edition. Macmnillan Publishers india, 1997
b .

[1] N Paul Loomba. Linear programming. Tata Mcgraw hill publishing company, 1964,

[5] Hamndy A Taha. Operation Research: An Introduction, 7th. Prentice Hall-Pearson Education Inc., 2003

7.5 MT705 : Stochastic Analysis

Learning 'Objef:tivc (LO): The aim of this course is to provide students with a deep understand;
processes, including martingales, Brownian motion, and stochastic differential cquations, Studentg ‘tiguo(fi stolc hastic
evelop the

ability to analyze and model random ; i '] ienti i
phenomena in various scientific financial, and engineer:
Course Outcomes (CO): 7 ) sHisering contexts,

n@wé/ 7 | %
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able | CL

o course, the students will be

CcO Expected Course Qutcomes At the end of th
. to : e o~
. 11\IO Understand the concept of martingales, Brownian motio, and Cheir properties, Y

including the strong Markov property and stopping times. ' D

2 Explore the reflection principle, hitting times, and analyze higher-dimensiona
Brownian motion, focusing on recurrence and transience. : ool T An

3 Analyze stochastic calculus, focusing on predictable processes continuous loca
martingales, and the behavior of variance and covariance Processes. 1 3

4 Evaluate integration with respect to martingales and local martingales, :.m(l apply | 14
key results like Kunita-Watanabe inequality and [to’s formula in solving prob-
lews. '

9 Apply the theory of stochastic differential cquations, focusing on weak solutions, Ap
Girsanov’s theorem, and change of measure and time techniques.

—1 . C-Clreate
CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

‘ CO-PO/PSO Mapping for the course:
PO POs PSOs

CO 112131456 7|8[9[10[11][1]2 3141516

CO1 3Tal2l-12|11212|-]3 |2 [3[3[2[1]2]-

CO2 3I3(31-1211]2(2|-|3|2][3][3|2[2]1]-

CO3 3l33]-(2|1[3]2|-]3 2 [3]3[2]2]1]-

CO4 3l3|3|-[2|1(3(2|-]3 2 13[3]12]2]|1]-

CO5 31313 -]2 |1 |3(2[-[3q32|3[3]2(2]|1]-

“gi" _ Strong; “2" - Moderate; “1"- Low; “" No Correlation
Detailed Syllabus:

Unit | Topics No. of | CO
No. Lectures | No,
I Preliminaries: Martingales and properties. Brownian Motion - def- | 13 1

inition and comnstruction, Markov property, stopping times, strong
Markov property, zeros of one dimensional Brownian motion.
‘ I Reflection principle, hitting times, higher dimensional Brownian Mo- | 12 2

tion, recurrence and transicnce, occupation times, exit times, change
of time, Levy’s theorem.

11T Stochastic Calculus: Predictable processes, continuous local martin- | 12 3
gales, variance and covariance processes.
v Integration with respect to bounded martingales and local martin- | 12 4

gales, Kunita-Watanabe inequality, Ito’s formula, stochastic integral
change of variables. :
A% Stochastic differential equations, weak solutions, Change of measure, | 11

Change of time, Girsanov’s theorem. 4 o

Textbooks & References

[1] Richard Durrett. Stochastic calculus: @ practical introduction. CRC press, 2018

[2] Toannis Karatzas and Steven Shreve. Brownian motion and stochastic ' : ;
K Media, 2012. ¢ calculus. Springer Science & Business

[3] Bernt Pksendal. Stochastic differential equations. Springer, 2003.

L
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[4] J Michael Steele. Stochastic calculus and financial applications. Springer, 2001.

7.6 SEL701: Linux Operating System

Learning Objective (LO): The aim of this course is to familiarize students with the Linux O'I’Cm““g_ sy'stcfn,
cusing on its desktop enviromment, features, cmmmmds, file systems, and systemn administration. .Tlus course

equips learners with the skills to efticiently use and manage Linux systems, fostering an understanding of open-

Source technologies and their practical applications in computing,

Course Outcomes (CO):

CO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to :

1 Understand the basics of Ubunty Linux Desktop environment and navigate | U
through its features.

2 Customize the desktop environment and install software using various package | Ap
managers. ’

3 Utilize fundamental Linux communds and manage the file system cffectively. Ap

4 Perform advanced file operations, manage processes, and understand file at- | An
tributes.

5 Configure the Linux enviromment, perform basic system administration tasks, | Ap
and use text processing tools.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course: -

PO ) POs PSOs
CO 1123|4567 [8J9TI0T1T]1 2134576
CO1 3121 -J2]2[3111 21 3131111
CcO2 {312 -[3]2 3212 1 31221112
CO3 3 33 |-[3]2]3]2]1] 21 322121
CO4 31313 -I3|2f3]1]1l2 1 3122|1271
CO5 31313 [-I38[2]3]1(1[2 1 312212 i‘
“3" - Strong; “2" - Moderate; “1"- Low; ““" No Correlation
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-

Detailed Syllabus:

Wnit
No.

Topics

Introduction to Ubuntu Linux Desktop: Ubuntu Linux Desktop latest
release overview. GNOME environment and desktop navigation. -The
Launcher and commonly used icons: Calculator, Gedit Text Editor,
Terminal, Firefox Web Browser, Videos, LibreOffice Suite compo-

nents, The Home folder.

II

Desktop Customization and Software Installation: Customizing the
Launcher: Removing and adding applications. System Settings and
Appearance: Changing desktop themes, Workspace switcher and mul-
tiple desktops, Internet connectivity settings, Sound settings, Time
and Date settings, User account management and switching. In-
stalling software: Via Terminal, Synaptic Package Manager, Ubuntu
Software Center, Configuring proxy settings and repositories, In-
stalling applications (VLC Player, Inkscape), Performing system up-

dates.

III

Basic Linux Commands and File System: General Purpose Utilities:
echo, uname, who, passwd, date, cal. Files and Directories: pwd, Is,
cat. Understanding the File System: Files, Directories, Inodes, Types
of Files, Home directory and Current directory. Navigating directories
(cd), Creating and removing directories (mkdir, rmdir). Working
with Regular Files: cat, rm, cp, mv, cmp, we. Basic Commands:
Command interpreter and shell, Using man, apropos, whatis, ~help
option.

v

Advanced File Operations and Process Management: File Attributes:
chown, chmod, chgrp, Displaying files with Is -1, Understanding per-
missions (u+, a-w, g+w, -r). Inodes, hard links, symbolic links.
Redirection and Pipes: Input, output, and error streams, Redirec-
tion operators > and », Pipes |. Working with Linux Processes: Un-
derstanding processes, Shell processes, Process spawning (parent and
child processes), Process attributes (pid, ppid), Init process, User and
system processes, Using ps with options.

No. of | CO
Lectures | No.
12 1

12 12

12 3

12 4

12 5

Environment Variables, System Administration, and Text Processing;:
The Linux Environment: Environment variables vs.- Local variables,
set and env commands, Common environment variables (SHELL,
HOME, PATH, LOGNAME, PS1, PS2), history command, using !
and , alias. Basics of System Administration: Root login (su), User
management (UID, GID, useradd, userinod, userdel), Disk usage (du,
df). Simple Filters: head, tail, sort, cut, paste. The grep Com-
mand: Searching file content, Using grep options (ignore case, invert
match, line numbers, count), Patterns and regular expressions. The
sed Command: Stream editor basics, Printing and modifying text
with sed, Line and context addressing, Substituting, inserting, and

deleting text.

Textbooks & References

[1] Christopher Negus. Linuz Bible. Wiley, 10th edition edition, 2020.

[2] Richard Blum. Linuz Command Line and Shell Scripting Bible. Wiley, 3rd edition edition 2015

[3] William Shotts. The Linuz Command Line: A Complete Introduction. No Starch Press, 2012

[4] Mark G. Sobell. A Practical Guide to Linuz Commands, Editors,
edition, 2012.

gnd Shell Programming. Pearson, 3rd edition
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\ , essed: 2025-01-25.
[5] Ubuntu Oflicial Documentation. Available online at https://help.ubuntu.com/, 2025. Accesse

[6] Machtelt Garrels. Introduction to Linuz. Fultus Corporation, 2010,
[7] Ellen Siever, Stephen Figgins, and Robert Love. Linuz in o Nutshell. O'Reilly Media, 2009.

8] Jon Emmons. Beginning Ubuntu Linuz for Novices and Professionals. Apress, 2000.

8 Semester - VIII

8.1 MB801 : Graph Theory

Learning Objective (LO): The aim of this course is to introduce students to the fundamental coptlzepts of graph
theory, including graph types, propertics, connectivity, and coloring. Students will develop the ability to analyze

graph structures and apply graph-theoretic technicques to solve problems in mathematics, computer science, and
network analysis.

Course Outcomes (CO): *

CO Expected Cowrse Outcomes At the end of the course, the students will be able | CL I

No. to :

1 Understand the basic definitions, types, and properties of graphs, including walks, | U
trails, cycles, connectivity, and matrix representations.
Analyze trees, spauning trees, and network Hows, applying key properties and | An ]

2

algorithms to solve problems involving minimum spanning trees and fundamental
circuits.

Explore planar graphs and graph coloring, applying techniques to detect pla- | Ap
narity, find chromatic numbers, and explore concepts like duals and the Four
Color Theorem. :

Understand and analyze directed graphs, focusing on binary relations, connect- | U
edness, Euler digraphs, and their applications to tournaments and sequences,
5 Evaluate networks using graph-theoretic measures, focusing on matrix represen- | &

tations, connectivity, and centrality measures such as PageRank and eigenvector
centrality.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create)

CO-PO/PSO Mapping for the course:

PO POs 2 PSOs
CcO 11213[4]5[6[7[8[9[10[11 (123
col 3 ]2[2[-[2[1[2[2[-[3 2133 2
COo2 |33 [38]-|2[T1[2[2[-[3 233 2
CO3 3313 |-12J1l3]2[-[3 2 [3[33
CO4 31313|-12]113|2]-13 233137
CO5 318131 -12]1[38[2[-[3 3233 E
“3" - Strong; “2" - Moderate; “1"- Low; “" No Correla

tion
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Detailed Syllabus:

& 3 No. of ]| CO
g:)n e Lectures | No.
I Introduction to Graphs: Definition of a graph, finite and infinite 13 1

graphs, incidence of vertices and edges, types of graphs, subgraphs,
walks, trails, paths, cycles, connectivity, components of a graph, Eu-
lerian and Hamiltonian graphs, travelling salesman problem, vertex
and edge connectivity, matrix representation of graphs, incidence and
adjacency 1natrices of graphs.
II Trees and Fundamental Circuits: Defnition and properties | 13 2

of trees, rooted and binary trees, counting trees, spauning trees,
weighted graphs, minimum spanning tree, fundamental circuit, cut
set, separability, network flows.

II1 Planar Graphs and Graph coloring: Planar graphs, Kuratowski's | 13 3
graphs, detection of planarity, Euler’s formula for planar graphs, geo-
metric and combinatorial duals of a planar graph, coloring of graphs,
chromatic numbers, chromatic polynomial, chromatic partitioning,
Four color theorem. )

v Directed Graphs: Types of digraphs, digraphs and binary rela- | 10 4
tions, directed paths and connectedness, Euler digraphs, de Brujin
sequences, tournaments. -

A% Networks: Networks and their representation, Weighted and di- | 11
rected networks, The adjacency, Laplacian, and incidence matrices,
Degree, paths, components, Independent paths, connectivity, and cut
sets. Degree centrality, eigenvector centrality, Katz centrality, PageR-
ank.

[41]

Textbooks & References

[1] Narsingh Deo. Graph theory with applications to engineering and computer science. Courier Dover Publications,
2017.

[2] Md Saidur Rahman et al. Basic graph theory. Springer, 2017.
3] K Erciyes. Discrete mathematics and graph theory. Springer, 2021.

8.2 MS802 : Advanced Discrete Mathematics

Learning Objective (LO): The aim of this course is to provide students with an advanced lmderstandir@ of
discrete mathematics, focusing on lattices, Boolean algebras, and graph algorithms. Students will develop the
ability to analyze and apply advanced discrete structures to solve complex problems in mathematics, computer
science, and related fields.

Course Outcomes (CO):

«/Z'

M
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R

CO | Expected Course Outcomes At the end of the course, the students will be able | CL .
No. to : .
1 Understand the fundamental properties of lattices and Boolean algebras, includ- | U
ing key concepts like sublattices, homomorphisms, and special lattice structures.
2 | Apply Boolean algebra concepts in solving minimization problems and using tools | Ap
like Karnaugh Maps, with applications in switching theory. . .
3 Explore grammars and languages, understanding different types of grammars, | An
language derivations, and their Syntax analysis methods.
1 - « “ . -
4 Analyze the behavior of finite state machines, reduced machines, and their ho- | An
Mmomorphisms, exploring computational models.
= 1 v 7y - ]
5 Evaluate finite automata and their acceptors, exploring the equivalence between | E
deterministic and non-deterministic automata, and Turing machines.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course: a
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Detailed Syllabus:

No. of | CO
Lectures | No.
13 1

[ Unit
| No.

g
:
4
3
i
&
i
=
g
S
%
2.
®
Y
2
§

e.g.. Complete, Complemented and
Algebras-Boolean Algebras as Lat-
ies. The Switching Algebra example.

cts and Homomorphisms. Join-Irreducible elements, | 13 2
i Minterns.  Booclean Forms and Their Egquivalence.

olean Forms. Sum of Products Canonical Forms. Min-

{ Imization of Boolean Functions. Applications of Boolean Algebra to

Swiiching Theory {using AND, OR & NOT gates). The Karnaugh

T —

AMzp Method.
_ I | Grammass and Languages Phrase Structure Grammars. Rewnting | 12 3
‘ Rules. Derivations. Sentential Forms. Language generated by a

rarmmar. Resplar On . 3 <43

Grammar. Regular, Context-Free, and Context Sensitive Grammars
and languages. Regular sets. Regular Expressions. Notions of Svo-
oy A Yich Notnis = £ Tnf e
t2x Ansiysis, Polish Ngtations. Conversion of Infix Expressions to

The Reven
IV nputability 11 4
| Reduced Machines. Hon
E % ‘ r.:‘::e A::’c:".:ze_ Acceptors. Non-deterministic Finite Automatz and | 11 15
. | | sguivalence of s power to that of Detenministic Finite Automata.
| { Moore and Mealy Machines. Turing Machine and Partial Recursive
i _ | Fonctions. The Poumping Lemma  Kleene’s Theorem.

Textbooks & References

oy
|t

| Commz Lzong Lin, Flemenis of discrefe mathematies. McGraw-Hill, Inc_, 1985

2] Jezo Pzl Tremblay and Rampuwriar Manchar. Discrefe maihematical

scienee. McGresHill, Inc., 1975, th applications to comnputer

@ 3 KiP Mk and N Chandraseloran. Theory of computer science:
= ", aulomain, langy ’
Lezrring Prt. Lid , 2005. ages and computation. PHY

Ly
.

4 Stephen A Wiktala Discrefe mathematics: o unified approach. McGraw-Hill, Inc_, 1987
[5] Sriramer Sridheran and Rangaswami Balakrishnan  Foundations

of Dizcrete Mathemnati ; )
Progremming. Chepman a2nd Hall/CRC., 2018. J 4 tics with Algorithms qng

6] K Ercives. Discrete mathemstics end groph theory. Springer. 2021,

8.3 MB803 : Nonlinear Dynamics and Chaos

Learning Objective (LO): The aim of this course is to introduce studert
== L 4 ; = 5 ' ents § inci :
. 2oc <aos, mcinding phese portraits, stability analysis, bifurcations, and Cthtzpnn-stmp,emks of nonlinear dynamics
: t5= 235y to 2nalyze nonlinear systerms and apply these concepts to model ang < - Students will develop
Lebaviors in patars] and ecgineered systerms. ‘ S nad
Course Outcomes (CO):

complex dynamical
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[CO Expected Course Outcomes At the end of the course, the students will be able | CL

No. to: : :

1 Understand the fundamental concepts of dynamical systems, mclud.mg fphase L
portraits, vector fields, and linearization techniques like Jordon canonical grf; 3o

2 Analyze one-dimensional Hows, focusing on stability, bifurcation types, an N
impossibility of oscillations in linear systems. _ i

3 Explore two-dimensional flows, examining classifications, phase portraits, and | /
conservative and reversible systems with their topological consequences. i 5

4 Evaluate limit cycles and nonlinear oscillators, applying concepts like Poincare-
Bendixson theorem and understanding bifurcations, including Hopf and global
bifurcations. . :

S Understand and analyze chaotic dynamics, focusing on coupled oscillators, | An

L Poincare maps, and chaotic systems like Lorenz equations.
CL: Cognitive Levels (R-Remember: U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).
CO-PO/PSO Mapping for the course:
PO POs PSOs
CO 1234507891011123456
CO1 322-‘2122-3233212-
CO2 333-2122—3233221-
CO3 23T7T132-3233221-
CO1 32772132-3233221-
CO35 233TTT72-3233221-
‘3" - Strong; “on - MoTla‘ate; “1"- Low; “-" No Correlation
Detailed Syllabus:

Unit | Topics WW

No. : Lectures No.

I Introduction to Dynamical Systems, history of dynamics, phase por- | 13 1
traits, vector fields, nullclines, flows, discrete dynamical systems, 1-d
maps. Fixed points, linearization of vector fields, canonical forms,
generalized eigenvectors, semisimple — nilpotent decomposition, Jor-
dan canonical form.

II One dimensional flows: fixed points and stability, population growth ?\“2\
model, linear stability analysis, existence and uniqueness of solution,
impossibility of oscillations, Introduction to bifurcation, Saddle-Node
bifurcation, Transcritical bifurcation, Pitchfork bifurcation, imperfect
bifurcations and catastrophes,

III Two dimensional flows: Linear systems, élassiﬁcaﬁons of linear sys 13—t
tems, phase plane, phase portraits, existence, uniqueness and topo- 3
logical couseque}xces, fixed points and linearization. Conservative sys-
tems and reversible Systems, index theory.

v Limit cycles, ruling out closed orbit, PoincarefBendixson iheofem, B e S
Lienard systems, Relaxation oscillations, weakly nonlinear oscillatorg, 4
Bifurcations: Saddle-Node, Transcritical and Pitchfork bifurcations,

Hopf biflhlrcnt-ions, Global bifurcations of cycles.

\Y Hysteresis, coupled oscillators ang quasiperiodicity, Poincare Iaps. 10\\
Chaotic dynamics: Lorenz equations, a chaotic waterwheel, Properties 5
of the Loreng equations, \J

o e, MU
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Textbooks & References

; ; ; tions Lo whsies, Vislugy, (haeamisvy, ond ey
[1] Steven H Strogatz. Nonlinear dynamics and chaos; with applications to physics, Yislugy, damisry, and ey
neering. CRC press, 2018,

[2] Stephen Lynch. Dynamical systems with applications using MATLAL. Springer, 29004,
" . § 1 KT ey Bseiiadyy VHTT
(3] JA Rial. Chaos: An Introduction to Dynamical Systems, Sigimn %1-Vhe Sciontific Mownrch Gy, Y997

[4] Morris W Hirsch, Stephen Smale, and Robert 1, Devaney, Differentiol vyuations, dynumicd systerms, and o1
introduction to chaos. Academic press, 2012,

5] Stephen Lynch. Dynamical systems with applications using Mathematica, Syinger, D07,

6] Kathleen T Alligood, Tim D Sauer, James A Yorke, and David Chillingworth, Chaos: an intrdution b
dynamical systems. Philadelphia, Society for Industrial and Applied Mathematics., 1994,
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8.4 MS804: Mathematical Biology

Learning oy, Jective (LO): The aim of this course Is to provide students with.an und?rstmuling of llmtlll";":l:f:‘;‘(‘)]
models in biology, including population dynamics, epidemiology, and ecological mtemctx.ous. St..udcx‘lta‘ \“1 ‘ ; orld
analyze biological Systems using mathematical techniques and apply these models to predict and inter prot real-we
biological phenomena.

Course Outcomes (CO):

1

Expected Course Outcomes At the end of the course, the students will be able / CL ]
to:
Understand simple single-species population models, mncluding continuous and U
discrete-time models, and analyze case studjes like Eutrophication and Flour

Bectle Populations.
Explore and analyze continuous single-species models with delays, focusing on | An

delayed-recruitment models and their applications in case studies like Nicholson's

Blowflies.

Apply models for interacting species, such as the Lotka-Volterra and Chemostat / Ap i
models, and explore equilibria, limit cycles, and competition dynamics.

Evaluate harvesting strategies in two-species models, focusing on optimization, / E

economic aspects, and the predator—prey systern.

Explore models for populations with age and spatial structure, focusing on lincar An

and nonlinear diffusion equations, metapopulation dynamics, and their applica-
tions.

CL: Cognitive Levels (R—Remember; U-Understanding; Ap-Apply; An-Analyze; E—E\'ahmte; C-Crontc)‘

CO-PO/PSO Mapping for the course:
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Detailed Syllabus:

No. of | CO
1l\j1mt Topics ;Lectures No.
o.
1 Simple Single Species Models: Continuous Population M'Ode{-"'; 12 1
Exponential Growth, The Logistic Population Model, Harvcstmrc", in
Population Models, Constant-Yicld and Constant-Effort Harvesting,
Eutrophication of a Lake: A Case Study. Discrete-Time Metered
Models, Systems of Two Difference Equations, Oscillation in Flour
Beetle Populations: A Case Study. >

11 Continuous Single-Species Population Models with Delays: | 12
Models with Delay in Per Capita Growth Rates, Delayed-Recruitment
Models, Models with Distributed Delay, Harvesting in Delayed Re-
cruitinent Models, Nicholson's Blowflies: A Case Study.

111 Models for Interacting Species: The Lotka—Volterra Equations, | 12 3
The Chemostat Model, Equilibria and Linearization, Qualitative Be-
havior of Solutions of Lincar Systemns, Periodic Solutions and Limit
: 5 ' Cycles, Species in Competition, Kolmogorov Models, Mutualism, The
\ Spruce Budworm: A Case Study. The Community Matrix, the Nature
of Interactions Between Species, Invading Species and Coexistence.
v Harvesting in Two-species Models: Harvesting of Species in | 12 4
Competition, Harvesting of Predator-Prey Systems, Intermittent
Harvesting of Predator-Prey Systems, Some Economic Aspects of
Harvesting, Optimization of Harvesting Returns, A Nonlinear Opti-
mization Problem, Econowic Interpretation of the Maximum Princi-
ple.

\Y% Models for Populations with Age and Spatial Structure: Lin- | 12 . 5
car model with age structure, The Method of Characteristics, Non-
linear Continvous Models, Models with Discrete Age Groups, Some
Simple Examples of Metapopulation Models, A General Metapopula-
tion Model, A Metapopulation Model with Residence and Travel, The
Diffusion Equation, Solution by Separation of Variables, Solutions in
Unbounded Regions, Linear Reaction-Diffusion Equations, Nonlinear
Reaction-Diffusion Equations, Diffusion in Two Dimensions.

Textbooks & References

[1] Fred Brauer, Carlos Castillo-Chavez, and Carlos Castillo-Chavez. Mathematical models 7 opulati )
‘ and epidemiology. Springer, 2012, " population biology
[2] Mark Kot. Elements of mathematical ecology. Cambridge University Press, 2001.

[3] James D Murray. Mathematical biology: 1. An

introduction. Interdiscipli 1 : 3
pone n. Interdisciplinary applied mathematics. Springer,

[4] James D Murray. Mathematical biology I1: spatial models and biomedical applications. Springer New York 2001

8.5 MB805 : Computational Mathematics III

Learning Objective (LO): The aim of this course
software for advanced mathematical computations.
, matical problems, analyze data, and utilize
contexts,

Course Outcomes (CO):

is to introduce students to co
Students will develop practic
computational approaches cffectively in

mputational tools such as SAGE
al skills to solve complex mathe-
various scientific and engineering
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- ? ill be able
Expected Course Outcomes At the end of the course, the students w

to :

e | it ¢ calculator for
Understand the basics of SAGE software and use it as an advanced g
mathematical computations.

isualizati inr S ing their un-
Explore and create 2D and 3D visualizations using SAGE, enhancing
derstanding of geometric and graphical representations.

; isuali i i d multi-
Apply SAGE to perform and visualize calculus operations for single an
variable functions.

i ik ions, am-
Use SAGE to explore linear algebra concepts like row transformatxonsidGr o
. B s . ST s .
Schmidt process, and matrix factorizations, with applications to real-world p
lems.

Explore advanced mathematical topics like group theory, number tl?eory, and
combinatorics using SAGE, gaining insights into abstract mathematical struc-

tures.

]

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
CO 1123|456 [7[8]9[10[11|1]2 3141576
CO1 32332122—32331712—
CO2 31313 31211 [38[2]-[3[2[3[3[2[2]1]-
CO3 33332132-732373221-7
CO4 33332133-7323337271-
CO5 33332132-327337222-
“3" - Strong; “2" - Moderate; “1"- Low; ““" No Correlation
Detailed Syllabus:
Unit | Topics [No. = or] CO
No. g i L e Lectures | No.
1 Introduction to SAGE, using SAGE as an advanced calculator 12 i
I Plotting graphs of:2d and 3d objects in various forms ) 12 3
111 _Use of SAGE to explore calculus of single and multi-variables. 12 3
v Use of SAGE to explore row transformations, linear transformations, T\T\
Gram-Schmidt process, application of matrix diagonalization, matrix
factorizations with applications to least Square problems and image
processing etc.
v Use of SA?’E tovcxplore concepts in Group-Theory, Number—Theory 12\5\‘
| and Combinatorics, \J
]

Textbooks & References

[1] Sang-gu lee and ajit kumnar. linear algebra with sage, free on
2015~ Album/ Big-Book-LinearAlgebra- Eng-2015, pdf.

[2] George A Anastassiou and Razvan A Moze, Numerical analysis using sage. Springer, 9015

8.6 SEPML801: LaTeX & XFig - Typesetting Software

Learning Objective
typesetting, documen

(LO): The aimn of this course is to introduce students ¢
. : 0 LaT |
1t ereation, and diagram gencration. Students will learn ¢ eX and X 18,

0 install anq configure J,

@ Scanned with OKEN Scanner
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focusiug on
aTCX’ Create




‘ oduce professional-quality reports and
structured documents, and design graphical content, cnabling them to produce profess jualivy ref

presentations for academic and professional purposes.
Course Outcomes (CO):

CcO Expected Course Outcomes At the end of the course, tho students will be able CL

No. to: - :

1 Tnstall and configure LaTeX and its cditors, and understand the basics of docu- | U
ment creation.

2 Create structured documents using LaTeX, including reports, articles, and letters | C
with proper formatting and layout.

3 Typeset complex mathematical expressions, equations, and matrices, and manage Ap
numbering and referencing of equations.

4 Incorporate tables, figures, and diagrams into LaTeX documents, and create pre- | Ap
sentations using Beamer.

5 Utilize advanced LaTeX features such as custom commands, environments, style C
files, and typeset documents in Indic languages using XeLaTeX.

CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
CO 112131456 7|8|9[10[11|1[2[3[4|5]|6
CO1 3|21 -|2f2]3|1|1]2|1]|3[3|1]1|1]1
CO2 31312 -|3|2(|3|2(1|2 |1 ([3|2|2]|1]1]2
CO3 31313 (-{3(2|3 2|12 |1 |3|2|2|1|2]1
CO4 313 (3| -(3]2(|3|1})1(2]|1|3]2|2]1]|2]1
CO35 333 -(3j2|3|1j1]2]1]3|2|2|1|2(1

“3" - Strong; “2" - Moderate; “1"- Low; @i

o Correlation

Z

s
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Dotailed Syllabus:

No. of | CO
lt\rhlit Topics Lectures | No,
. ) : T ;

1 Introduction to LaTeX: Installing La'TeX lllf(l using luu.'l‘u)’(‘(.ullt/lm‘t'i-. 12 1,2
Document classes: Report, Article, Letter, Structure of Ln.lt,)'C ('0(,
umentsy Chapters, Seetions, Subscctions, Generating Tablo of Con-
tents, Lists of Figures and ‘Tables. Handling compilation errors and
troubleshooting.

11 Document Formatting and Letter Writing: Formatting text: Ifonts,
Styles, Paragraphs. Croating lotters: Address formutting, dates, ﬂ_ulu-
tations, signatures. Envivomuents: [tewize, Enwnerate for lists, Page
layout: Margins, headers, footers. Including special characters and
symbols, i
I Mathematical Typesetting: Inlino and display math modes. Greek | 16 3
letters and mathematical symbols, Fractions, superseripts, subscripts.
Creating equations, matrices, and aligning equations. Numbering and
referencing equations. Packages: musmath, handling errors with migs- )
ing packages. Using [rac, dfrac, and cases. -.
14y Graphics, Tables, and Presentations: Inserting images and creating | 10 4

figures. Creating tables: Tabular environment, formatting tables, Us-
ing XFig for creating diagrams and importing into LaTeX, Exporting
figures with special flags, handling text in figures. Creating presenta-
tions using Beawer. Cropping PDFs aud tools like pdferop and Briss.
V Advanced LaTeX Features: Custom commands: \newcommand, pa- | 10 5
rameters, redefining commands. Custom environments: \newenviron-
ment, parameters. Writing and lmporting style files, Packages: \Re-
quircPackage, \usepackage, package management. Typesetting in In-
dic languages using XeLaTeX. Fonts installation and usage: Fontspec,
Polyglossia. Setting default and additional languages in documents.

12 2

Textbooks & References

[1] Leslie Lamport. LaTeX—a documentation preparation system, 1985,

[2] Tobias Oetiker, Hubert Partl, Irene Hyna, and Elisébeth Schlegl. The not so short introduction to LaTeX2¢,
1999.

[3] George Gritzer. More Math Into LaTeX. Springer, 2016. g
[4] Stefan Kottwitz. LaTeX beginner’s guide. Packt Publishing Ltd, 2011.
[5] Helmut Kopka and Patrick W Daly. Guide to LaTeX. Pearson Education, 2003,

[6] XFig Development Team. Xfig user manual. http:// www.xfig.org/userman/, n.d.

9 Semester - IX

Student has to do one-semester project from institute of repute and after completion of the j
. » 2 y e . . . project sty
submit project dissertation. The dissertation will be evaluated by both external aud internal exJaminersdcnt has to

10 Semester - X

10.1 MEO1: Dynamical Systems Using Matlab

Learning Objective (LO): The aim of tlis course is o equip students with the knowledge ang skills to mode] 4
analyze dynamical systems using MATLAB, Students will learn to utilize MATLAB for simulationg Visualize S;b: e ) ’
e y stem
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; fis rriad ains of science ¢ engineering.
Lehaviors, and apply theso technigques to solve complex problems in various domains of science and eng g

Course Outcomes (CO):

CO Expected Course Outeomes AL the end of the course, the students will be able | CL

No. to
1 Understand the basics of MATLAB, including arithmetic operations, array
dling, plotting techniques, and programming for mathematical and grap
analysis,
2 Explore diserete dynamical systems, focusing on stability analysis, pe
havior, chaos, and logistic maps, includiug Feigenbaum nuimbers.
3 Aunalyze higher-dimensional maps, stuble and unstable manifolds, Lyapunov €x-
ponents, chaotic orbits, and strange attractors, including Gaussian and Hénon
Maps. )

4 Apply dilferential dynwmical systems concepts to visualize phase portraits, un- Ap
derstand stability using Lyapunov functions, and explore the uniquencss of limit
cycles. .

Evaluate nonlinear dynamical systems, focusing on bifurcation, multistability, | E
and chaotic systews like the Rossler systew, Lorenz equations, and Chua’s circuit.

han- | U
hical

riodic be- | Ap

on

‘ CL: Cognitive Levels (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs
CO [[2[3[4]5]6|7|8|0]10[11|1][2][3[4][5]6
CO1 3223|2122 [-|3 |2 [3[3[1]1]2]-
CO2 3(3(3(3]2|13|2|-]3]2]|3[3]2[2[1]-
CO3 3(3(3(3]2|1]3|2|-|3 |2 |3[3[2[2][1][-
CO4d 513(3(3[2[1]3[3|-13 ]2 [3[3|3][2]|1]-
CO5 3(3|3|3|2]1]3|2]|-|3|2[3[3[2]2]2]-

“3" . Strong; “2" - Modcrate; “1"- Low; “" No Correlation

@ Scanned with OKEN Scanner



Ut alled Syllatms:

S W, o

e i

Manlme '
Now | 0 | Leotwes | Bo, |
I Introduction to Matlab: Anthiets Ogergtans, vt METH |12 | :‘
functions, scalur variables, creating atrsys, xib-in tutios b late
dling arrays, mathematioal operations wish armys, wiiyt b, vwo-
dimensional plots, programming i METLAY, phyuesial, o
bing, and intepolation, theoodinicnsionsg s, ; -
11 Discrete Dynamical Systems: o ing s, ormes | <
s

.

plot: graphical represemtation of an o, Maliiity o firers gy
petiodie poists, the fawily of logistic suzpm, pitive degpniiees o | | 1
initial conditions, analysis of logasic trny, Petiodie Windows, Peigen- | | !

4
|
i

o
gy B4
1% B

L C——

bastisn musnber, chinos in logistic 511450,
] Higher-dimensional TABLR, SIOKE, Srit RS, GEd) S, (A AT rass | J ;

and the jacobian mattiz, stable and anstabie manifoiis. Yz ex-
ponents, Numerical Caloalation of $Lyagunse Erpmesss, dakic or- | |
bits, Strange Attractors, Guaissian snd Hénon Mage, Juliz Setn ! A
the Mandelbrot e,

v Differential Dynamical Systerms: 1, Goeeis dynzrnicsl vystesns, |
existence and uniqueness thenrern, plase porsizing, veter fidids, sl | | |
clines, flows, fized points, liness sstioon of versen fidlds, Ylans Ersias, |

% 2 3

canonical foras, elgermaions efining stable 2nd urstable man:

N
W

e

Nedh
‘\\
TN

{
LS
N
}

L i S

A4 aite of Doy o 2ol ool -y s

Iﬂw{: portraits of linear systems i the przre, Linezrinztion g et i
man’s theoren, liniy cycles, existenes zud unigenes of e eycdes | i
in the plane, Lyapunor functions atidd stzbility, | {
Vv Nonlinesr systems zod stalility, Viiureations o nonizer srttens, | 12 E :
normal forms, multistability and binabilny, the Hirsler syviem | : ]
s chzos, the Loreng erations, Cloa’s dires®t, s the Beo | {
lousew-Zhabotinski reaction, d |
i | i

Textbooks & References

[1] Stephen Lynch. Dynemical systems with applications wing MATLAB. Springer, 7554,

[2] Steven H Strf)g;s,tz Nonlinear Wﬁm and chuos: o « }&l‘/ﬁ;’ L Vm’ ie:
. { 530 B Fovps L > F1 sy 2
ek o, 2018, > Gy * Lo phugs o= WA% ‘MW, il ey

[3] Morris W Hirsch Stephen Smale, and Robers L Devaner Differentind eopunti, P ;
introduction to ci;aog, Academic press, 512, ’ PN G Symaniond. vy oo, snd an

[4] Stephen Lynch. Dynamicad systerns with applications wsing Meathentios Soringer 20T,

[5] Kathleen T Alligood, Tim D Saner, James 4 Yorke, and Darid CrullEngworth.  Chuos:

dynamical systerns. Philadeiphia, Society for Srdustrizl sng Applied Matheratics 195 o8 Ebroductiog g

10.2 MEO02: Commutative Algebra

Learning Objective (LOj: The zim of this urse B W htrod :

zgck;a, including prime and maximal idezls, local sings, and modeies ﬂmiﬁ%‘g@ ;
gebraic structures and apply eovmentative aledrs o mbe % 15 loetmas e e

sl ‘g;, 5% WG wilve proliers fy B groenetty 2l ool

Course Outecomes (COj:
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0 Bxpeoted Conrio Outeonen AL the ond ol the course, the students will be able | CL

l:]“' ;‘T‘lr\llmulu\ul e concoptn ol prime id moxhond Tdenls, Jucobnon rudicals, und | U
toert vinge, fneluding application ol r*hnlmynuml'r_s L — T=Tration T Ap

2 Taplore the concopt ol Trackions b ving i modulen, understonding localizab
anel 1t propoer e relnted to prime ddenls, [

] :\nnl\w\ n\\‘u\uh\h ol {indte ]nn'p‘lh, the coneopls of Nootherian and Arl,mfnn mod- An
\\lm“mn\ pevform primary decomposttion el [uuy;g‘:vi;'qig({‘ly;;;_'}iﬂ;yﬁn n,'nulﬁynm. .

4 Evaluate praded i nnd modulen, applylng ey theorems like Artin-1tees, Kl‘.ll”- 4
ntersoction, and oxplore dimension theory I,h‘muy,h“ Lhe 'lHv!’hu_gtm‘imnm'el fu’m:tmn,

b Apply Intogral oxtowsion concopti and thoorem liko Nosther's normalization and | Ap
ll\\lu‘ut‘n Nullbellonsntz Lo undorstand algebraie wbractures in local and global
contexty, )

Cle Cognitive Lovels (1--Romonbor; U-Undortanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-'0/PSO Mapping for the course:

R PO PSOs
CTo s T AaTarGl7TaroloT [ r[23[4[56]6
Tale ool lele - a2 |s|3|1]1]2]-
TNl s e s e s s 221 -
oy Slatr s s e = a 2 ss2]2|1]-
- CO Sls e e s e 33 f2]1]-
h sla sl =2l e - a2 |3al2[2]2]-

G Strong; ‘2" - Moderate; *1"- Low; “" No Correlation

Datalled Syllabus:

“Unit | Toples ; No. of [ CO
aNov b : Lectures | No.
Primo and maximal ideals in o commutative ring, nil and Jacobson | 13 1
radienls, Nokaymua's lomma, local vings,
Il Rings und modules of fractions, correspondenee between prime ideals, | 12 2
localizntion,
i Modules ol finite length, Noethorian and Artinisn modules, Primary | 13 3

decowposition in 0 Nootherian module, nssoeiated primes, support of
n module,

1V Chrnded vings and modules,” Artin-Roes, Krull-interseetion, Hilbert- | 11 1
Samuel funetion of « local ring, dimoension theory, prinelpal ideal the-
orem, ,
\Y Tntogral oxtonsions, Noother's normalization Tomma, Hilbert's Null- | 11 3

atellonsndz (ILl;.t(ﬂi!“lli(f and geometric versions).

Textbooks & References
{t] W Jansson, Introduction to Commutative Algehra. Cambridge University Press, 1970
) : ) B

(2] David Eisenbud. Commulative algebra: with o view toward algebraie

Medin, 2013, geometry. Springer Science & Business

[4] Hideyuki Matsumura, Commutative ving theory, Cunibridge Lll.lﬁuralt’y pross, 1939
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algebra. Oxford University Press, 1973,
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10.3 NME03: Financial Mathematics

Learning Objective {(LO): The ahm of this course is to introduce students to.the mathemi‘n?%l (t;oufltf)&tlglllz
of finance, including probability theory, stochastic processes, and financial modeling. Students wi levelop o
ability to snalyze financial systems, evaluate risks, and apply quantitative methods to solve problems in financi
mathematics,

Course Qutcomes (CO):

CO Expectad Course Quicomes At the end of the course, the students will be able | CL

No. to1

1 ‘nderstand the fundamentals of probability theory and its applications in finite | U
probability spaces in fnance.

2 Explore Snancial instruments like derivatives, interest rate models, and arbitrage | Ap
pricing. focusing on risk management strategies.

3 Analyze the random walk, Markov processes, and the basics of stochastic calculus | An
In financial modeling.

4 Apply concepts of optien pricing. portfolio optimization, and explore differential | Ap
oquations lixe the Fokker-Planck equation in financial contexts.

3 Evaluate advanced topics like the Feynman-Kac formula, exotic options, and their | E
role in modern finance.

CL: Cognitive Levels (R-Remember: U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO ~ POs PSOs

CO 11234 ]5]|6fT7[8Jo9J0[al1T= 314|576

CO1 Si2l2f-f211f2)3 -1 23|31 121"

cOo2 31313 2j1§3 )2 -3 12 332 11

CO3 SISIS|-127113|2|-[3 |23z 11

COL SI3131-127143 13 -3 [ 2 [3|313aT1 =

CO5 S{3i3f-1201f3f2f-T3 123|322l

“3" - Strong; “2" - Moderate: 1°- Low; %" Ng Coxrel};tjon
Detailed Syllabus:

Unit | Topics No. of Hololem
No. i A ; b ; LECtUres No
I Review Of probability, finite probability space. 2 T'\
1 Derivatives security, interest rates, other inanGal Instruments, Arbi- | 12 E e

trage and pricing, risk less issue, yield curves, mean terms matching

and immunization, interest rate models.
111 Dependent annual rates of return, random walk and Markov process, T?.\?\

stochastic caleulus, , i :
v option pricing, portiolic optimization, Fokker-plank equation, distric 12 P — -

bution and green functions. - Ll '
v Feynman-kac formuia options, dividends revisited. Exotic options. | 12 5

——
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Textbooks & References
et fvernily of Clonneationd
[1] Richard F Bass. The basics of financial mathematics, Department of Mathe mativs, Untversity of Conne )
2003.

. ) g amatics of wial derivativen: o
[2] Paul Wilmott, Susan Howson, San Howison, Jott Dowynne, ot ale The mathematics of finar
student introduction. Caunbridge wniversity press, 1008,

4 Yod “ D1 e L4 0 (¢ 4 Hot i
Bl C. Gardiner. Stochastic Methods: A Handbaok for the Natural and Social Sedencos, Springor Horlon b Synorgot
Springer Berlin Heldelberg, 2010,

[4] John C Hull. Options futwres and other derivatives. Ponrson Blucation Indin, 2003,

10.4 MEO4: Nonlincar Analysis

Learning Objective (LO): The aim of this cowrso is to futroduce students (o tho concopts of nontinoar analysls,
‘
focusing on caleulus in Banach spaces, fixed-point theoroms, and vartational wothods. Studonta will devolop s

Iytical skills to study nonlinear systems and apply these techniques to solve probloms in mathomutics and appliod
sciences.

Course Outcomes (CO):

CO Expeeted Course Outeomes” At the end of the course, the studonts will ho ablo ol

No. to: g )

1 Understand the concopts of calenlus in Banach spacos, including continuity, | U
derivatives, and key thooroms like fnvorse aned plicit function thooros,

5

2 Explore monotone operators, their broperties, and goneradizations,
constructive solutions of operator aquations.

focusing on | Ap

3 Analyze various lixed point theorems andd mui‘FT\TTpﬁ’v‘ﬂ"ii‘i'(»i?xi”ﬁﬁﬁ{ilﬂ31‘\]7.’(:‘1,1'61}&?" D
and generalized contractions.

4 Apply monotone operator theory (o solve diftorontinl und fntogral oquations, To- Ap
cusing o noulinenr and goneralized Hammerstely equations,

5 Evaluate the applications of lixe

d point theorems in Banwel space goomotry, gumo | I8
along with solving differentind and ntogral equationn,

theory, and Nash equilibuia,

CL: Cognitive Levels (R-Remembery U-Undorstanding; Ap-Apply; An-Aunlyzo; B-Livalunto (3-0;1;“1,0),

CO-PO/PSO Mapping for the courso:

Po POx PSSOy
CO LS LS TS T O T IO TS A T8 T
COl Sl L T Ty T
co2 RN N P S R A PR R
CO3 LA R S N AN A A N R
LI KN ER R K R R N N AR R R A R
CO% S 8IS -2 | o e I e s
ugit | Sl.l‘()l‘lg; dlr I\’lﬂll(il‘&ll-\)} W, ‘IMW’; [N} No GU!'I‘

oltion

00
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Dotallod Syllnbuu

b I A

No.~ 0P|
Locturon
i

Unit Topics

I Caleulus in Banach spacer Vuhh:ii}i“liﬂ'l‘iir"]y)l‘ mnl,lnulf,y, ’:",w,',“”{
try in normed spaces and duality mppings, Catonox and 'I'nz:,lm,
(.1(:.1‘1\11("1\'0, properties of dorivatives, Taylor Llu.rm'cmf, in\furm: Ium.,, n'n
theorem and implicit function Cheorem, subdilferentinl of convex fune-
tion,

1 Monotone operators: Monotone operator, Maximol monotone op-
erators and its propertios, congbructive solution of upunytl,m' cqunbions,
subdifferentinl and wonotouicily, some generalizubion of monotone o))~
crators, ) e ]
11 Fixed point theorems: Dl contraction principle um'l ity pone
cralizations, nonexpansive mappings, fixed point theorem of Brouwer
and Schouder, [Mixed point theoros for mualti-functions, common
fixed point theorems, sequence of contractions, genoralized controc-
tions and fixed points.
v Applications of monotone operatory theory:
Sobolev space, differentia equation, nonlinear difforentinl equations,
integral equation, Nonlinear Harmunerstein integral equation, Genor-
alized Hammerstein integral equation,
A% Applications of fixed point theorcms: Application (o Geometry |12 f

of Banach Spaces, Application to System of Linear I3

Uquations, Por-
ron-Frobenius, Fundamenta] Theorem of Algebra, Game Theory and

Nash Equilibria, Differential cquations, integral cquabions,

Introduction,

Textbooks & References

[1] Mohan C Joshi and Ramendra K Bose. Some topics in nontinear

Junctional analysis, John Wiley &
2

Sons, 1985,
| Hemant Kumar Pathak. An introduction to nonlinegr unalysis o
[3] Eberhard Zeidler and Peter R Wadsack.

Nonlinear Punctipnal Analysiy and 114 Applic
orems. Springer-Verlag, 1993.

nd fized point theory, Springor, 2018.

ations: Pized-poing The-
[4] Rajendra Akerkar, Nonlinear functional analysis,

Alpha Science

Inturnutiouul, Limitcd, 1999,

P
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10,5 MEOS: Differentinl ‘Topology i
iy ' ; ¥ s s adb madharr s G B A F'I::lv’l{v‘ i <f “i¥aran i 4ur Segr

Learning Objoctive (LO) The b of Whis coupse by 4 Inbgpdawn shonniss o 858 1 s Z 4;,f 2
i o il ; s Bk s ey kil Lugalios Sassns.. Sadensa
focusing on dillerentinble lunctions, mwmlolds, snd key Chsepesns sl 25 208 2205 ; oy e

N § s Ge0 ad "'4'”“‘3 ‘,li?’l.,'«,}f ‘:",_ﬁ;‘i/':'j’;‘,(f%; Ssrdg il 4:‘};41’ “Adzs
will dovelop thoe ability to wlyze topological wid goomsdrie sirwdn g,
concepts to advanced mathewtical prollens
Course Outcomes (CO):

o=
L}O At
No, _ .
\ “Undarstand the conceply of differentioble funtne etwers
inverse function theoress, and e jdey of Hais g o
2 Explore manifolds, including level sets. subesmm
understand differentinhle functions Yetween s mpniiids. ,
3 Analyze differentinble functions on smaniolds, B A s taesry. | A
Sard's theorem, Morse Lemma, sud selatad comessfs,
4 Bvaluate the concepts of Lratsversality. orisied suterwtions, zot asnzs e %
Brouwer degree and ntersection pusmbess,
* 5 Apply integration on manilolds, focusing on Sk e, voior Ands. 22 2o
ferential forus, and de Itham theory.

CL: Cognitive Levels (R-Remember; U-Understanding, Ap-Lpply; AnLaziyre, Birmnse C s

CO-PO/PEO Mapping fur the conrse

PO PO ] Piin
CcO P1215%1415]16 7129 W11 1212 1412 %
CO1 31212 1-1211{20121-121 21212 3111 32:_
CO2 31313 -12[113]2(-121212.2 2 2 = -
CO3 313181 -121112 .2~ 2 2 2132428 .-
CO4 3l31s]-121713(31-13 (2121312121 3:=
CO5 313131-121112712 1321212312 j2121=21 -
“3" - Strong; “2" - Moderate: “1%- Lomw- 27 Yig Corrzlation
Detailed Syllatngs:
‘ Unit | Topics =

I Differentiable fun«:’ii'mf’; on B, Review of Differesiiatie fuarmions T _ = -
R™ to R, lplicit and inverse function theorems, Imeersions gmd | -
Submersions, critical points, criticad and regudar vabues, ]

I Manifolds: Level sets, sub-inanifolds A R”, sersed znd enioeiced © 13 -~
sub-ranifolds, tangent spuces, differemtisble fanctions betwsem i, -
manifolds of R”, fslf»‘tr?'ig't diﬁeﬂmﬁaj'man&!vjid% and tungent spaces. |

111 Differentiable functions on Manifolds: Diflerentiaiiie Foreminms | 23

f: M — N, critical points, Sard’s theoren, non-desensrate el
points, Morse Lenns, Manifolds with bunndary, Z%gv;;wg» mm ,5
theorem, mod 2 degroe of 2 mapping, ;
1v Trausversality: Orientation of Mepiithds, e o i pv——— %

number, Brouwer degree, transverse imtersectiong, : §oo
V' | Tntegration on Manifolds: Vet o 2 Dlmerat s e <

tegration of forms, Stokes’ theoren, exact and closed forms. P eaid |
- Lenna, Introduction 1o de Bham thisory, e

e
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Textbooks & References

. ) ; e iversi ess, 1997,
[1] John Milnor and David W Weaver. Topology from the differentiable viewpoint, Princeton university press,

. oy S b 1 ), i " )'
[2] Victor Guillemin and Alan Pollack. Differential topology. American Mathematical Soc., 201(

3] Morris W Hirscl, Differential topology. Springer Science & Business Media, 2012.

10.6 MRos: Introduction to Cryptography

Learning Objective (LO): The aim of this course is to provide students with an inl.r(’nluc?itm to (:ry!;lmzl;l'ﬂl‘)]h.)ﬁ
including classical cryptosystems, public-key cryptography, and cryptographic protocols, btu‘dcnbb w1l 2 love ()1;
the ability to analyze and design secure communication systems and understand the mathematical founda ions o
cryptography.

Course Outcomes (CO):

Co Expected Course Outcomes At the end of the course, the students will be able CL ’

No. to : ’

1 Understand classical cryptosystems, including different types of ciphers and their | U 7
cryptanalysis, with a focus on stream and synchronous ciphers.

2 Explore block ciphers, analyze DES and AES encryption standords, and study | Ap
various modes of operations in block ciphers,

3 Apply Shannon's theory of perfect secrecy and analyze number generation tech- Ap
niques relevant to cryptography, focusing on prime number tests.

4 Evaluate public key cryptograply principles and algorithms, ncluding RSA,Ra- [ E
bin, and clliptic curve-based Systems, with an cmphasis on sceurity analysis,

5 Apply and analyze cryptographic hash functions, digital signatures, and theip An

security requireme

nts, focusing on various signature schemes like RSA and DSA.

CL: Cognitive Levels (R-Rexuember; U-Uuderstauding; Ap-Apply; An-Analyze; E-Evaluate; C—Create).

CO-PO/PSO Mapping for the course;

'
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Detailed Syllabus:

i i No. of [ CO
gf)nt e Lectures | No.
1 Classical Cryptosystems: Some Simple Cryptosystems, Monoal- | 12 1

phabatic and Polyalphabatic cipher, The Shift Cipher, The Substi-
tution Cipher, The Affine Cipher, The Vigenere Cipher, The Hill
Cipher, The Permutation Cipher, Cryptanalysis, Some Cryptanalytic
Attacks, Stream ciphers, Synchronous Stream Cipher, Lincar Feed-
back Shift Register (LFSR ), Non-Synchronous stream Cipher, Au-
tokey Cipher.
Block Ciphers: Mode of operations in block cipher: Electronic | 12 2
Codebook (ECB), Ciphertext Chaining ( CBC), Ciphertext FeedBack
(CFB), Output FeedBack (OFB), Counter ( CTR). DES & AES:
The Data Encryption Standard (DES), Feistel Ciphers, Description
of DES, Security analysis of DES, Differential & Linear Cryptanaly-
sis of DES, Triple DES, The Advanced Encryption Standard (AES),
Finite field GF(28), Description of AES, analysis of AES.
Shannon’s Theory of Perfect Secrecy: Perfect Secrecy, Birthday | 12 3
Paradox, Vernam One Time Pad, Random Numbers, Pseudorandom
Numbers. Prime Number Generation: Trial Division, Fermat Test,
Carmichael Numbers, Miller Rabin Test, Random Primes.
Public Key Cryptography: Principle of Public Key Cryptogra- | 12 4
phy, RSA Cryptosystem. Factoring problem, Cryptanalysis of RSA,
RSA-OAEP, Rabin Cryptosystem, Security of Rabin Cryptosystem,
Quadratic Residue Problem, Diffic-Hellman (DH) Key Exchange Pro-
tocol, Discrete Logarithm Problem (DLP), ElGamal Cryptosystem,
ElGamal & DH, Algorithms for DLP. Elliptic Curve, Elliptic Curve
Cryptosystem (ECC), Elliptic Curve Discrete Logarithm Problem °
(ECDLP).
\' Cryptographic Hash Functions: Hash and Compression Func-
tions, Security of Hash Functions, Modification Detection Code
(MDC). Message Authentication Codes (MAC), Random Oracle
Model, Iterated Hash Functions, Merkle-Damgard Hash Function,
MD-5, SHA-1, Other Hash Functions. Digital Signatures: Secu-
rity Requirements for Signature Schemes, Signature and Hash Func-
tions, RSA Signature, ElGamal Signature, Digital Signature Algo-
rithm (DSA), ECDSA, Undeniable Signature, Blind Signature.

1T

III

v

12 5

Textbooks & References

[1] Johannes Buchmaun. Introduction to cryptography. Springer, 2004.
[2] Sahadeo Padhye, Rajeev A Sahu, and Vishal Savaswat. Introduction to cryptography, CRC Press, 2018,
[3] Douglas R Stinson. Cryptography: theory and practice. Chapman and Hall/CRC, 2005.

[4] Bruce Schneier. Applied cryptography: protocols, algorithms, and source code in C. john wiley & sons, 2007,

[5] Debdeep Mukhopadhyay and BA Forouzan. Cryptography and network security. Noida: Tata Megraw Hil
2011. )

[6] Wenbo Mao. Modern cryptography: theory and pructice. Pearson Education India, 2003,

2006.

(7] William Stallings. Cryptography and network security. Pearson Education India,
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16T MNFEoT

: Introduction to Nonlinear Optimization

. s # > g i f

Learming Objective (LO}: The 2im of this course is to provide students with a foundational understanding of
=g Ubfeciive )= 1Be amm of s y ) o Firtieriien /i

Tonitesr eptimization incind, matkematical preliminaries, converity, and optimization techniques. Students will

EFEeD the 23Ry o amalyre 2
Coar=e Oseomes (CO

5
e
Sa

2xpeced Couwsse Outcomes A% the end of the course, the students will be able I CL I

=

Vminzries including inner products, norms, I

ic topological CONCEPES,

Bions for unconstrained optimization prob- | An
ira, second-order cond itions, and quadratic

A

=

(2]

Comitive Lenis (R Bem smber: U-llnderstandin

f

i wmdersiand gradient-based methods, including their convergence

spmares methods for solving overdetermined systems, perform data, Ap 7

nd their topological properties, focug- ! E

: points,
PR

=T OpAITiZation techniques, including the gradient projection method, ’ Ap ’ I

T Siive opthmizasion prullerns with COTVEXIty constraints,

2; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSQ Mapping for the course;

FQ | POs PSOg
(€O Ji]2 314157671819 N1 T2T3T45Te
fCoz t312f2f1f2i1f202) S22 s lsli T 2Ts
OOz ,'M*;zz;'f 2 13131213 11
fCoe (2131321211133 21231321211
iCozr T3 33131121 [3131- 37*3371 -
1O ;3;3;3@;2,1&3 2] 312131312713 2 -

3" - Strong; 27 _ 34, derate. “l"Tmr; “" No Correlation
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Detailed Syllabus:

Unit
No.

Topics

No. of
Lectures

CcO
No.

- — 73 < A U5
Mathematical Preliminaries. the Space R, R"*™, Inner 'Prodl‘lct
and Norms, Eigenvalues and Eigenvectors, Basic Topologlcal Con-
cepts.

11

II

Optimality Conditions for Unconstrained Optimization:
Global and Local Optima, Classification of Matrices, Second Or-
der Optimality Conditions, Global Optimality Conditions, Quadratic
Functions.

12

m

Least Squares: Solution of overdetermined Systems, Data Fitting,
Regularized Least Squares, Denoising, Nonlinear Least Squares. De-
scent Directions Methods, The Gradient Method, The Condition
Number, Diagonal Scaling. The Gauss-Newton Method, The Fer-
mat-Weber Problem, Convergence Analysis of the Gradient Method.

13

Newton's Method, Pure Newton’s Method, Damped Newton’s
Method, The Cholesky Factorization. Convex Sets, Algebraic Opera-
tions with Convex Sets, The Convex Hull, Convex Cones, Topological
Properties of Convex Sets, Extreme Points.

13

Convex Functions, First Order Characterizations of Convex Func-
tions, Second Order Characterization of Convex Functions, Opera-
tions Preserving Convexity, Level Sets of Convex Functions, Maxima
of Convex Functions, Convexity and Inequalities, Convex Optimiza-
tion, The Orthogonal Projection Operator, Optimization over a Con-
vex Set. Stationarity in Convex Problems, The Orthogonal Projection
Revisited, The Gradient Projection Method, Sparsity Constrained

Problems.

11

Textbooks & References

[1] Amir Beck. Introduction to nonlinear optimization: Theory, algorithms, and applications with MATLAB. SIAM

2014.

[2] Wenyu Sun and Ya-Xiang Yuan. Optimization theory and methods: nonlinear programming, volume 1. Springer

Science & Business Media, 2006.

[3] Francisco J Aragon. Miguel A Goberna, Marco A Lopez, and Margarita ML Rodriguez. Nonlinear optimization

Springer, 2019.

[4] HA Eiselt and Carl-Louis Sandblom. Nonlinear optimization. Springer, 2019.

10.8 MEO08: Complex Network

Learning Objective (LO): The aim of this course is to introduce students to the princi
including graph theory, network structurces, and dynamics. Students will learn to ana

petworks in various domains, such as social, biological, and technological systems.
Course Outcomes {CO):

@ Scanned with OKEN Scanner

ples of complex networks,
lyze and model real-world




[ co [ bxpected Course Outcomes At th wnd of b comzss, bk shvderis I :
No, bo ; g e Y directed. weidiod b 1T
I B e o P VU Pt e ot e e b
| Understaned the funidnmentnls of Waphi Ahistiey, ineduding disscters, LA %
partite graphis, and the et o compler setworics,

S ———

e graghs and Licie beporianes i | e
Uil g5 ipists kil Vit bnsgentanas i | A

) N nislyze vations centeality mmemsiees in
. reil-world netvirk _.};.;;__;_Ihi(’::\n}t»n{:;, e " e
a Faplore random uraphs, theie degzes distrituation, sad comprmeis, by RRE OB | AP
models such ws fordes Wy and sheir relensnes in AlB i s, o !
T wfzaszul,t;.c:i’;:':i/l‘!:'/}!;ri!lﬂ;}!‘:f',")‘/?/rkt; anied spply trodels like Waits Lermptn vy under- 1 &
stand clustering and WAwOtk navigation, :
Aol ot of gl s, 5775, 5575 o mo et S %

o pply concepts of st alizedd cagicie sraphs, s

1 3 - ; Vs L7 S

LEroving graphi o study real-witld nesworks guch 25 the World Wide Web,
e D Y reawonld ity —

CL: Copnitive Levels ( W-Lemermber, U-Undesstanding: A >-hpply; An-huzlyme: BByl e CACrezie),
f p T BPL LY S

CO-PO/PS0 Mapping for the COVrEe

S PO ”’”"‘“‘"”“""”"“"”‘“‘“"T‘_‘? ) % s ' ;1
CO ™~ |TT2T7 : !
CO1 312711

(8767 213711

04 AERE

CO4 IS

CO35 513 117

“B" - Strong,

Unit Topics

1 Fundamentals of Craph Theory, Directeaf, Weightod 2o Biparite | 12
Graphs, Troes, Complex Network, Basies, history apd importanes of g

Complex Network,
If] Centrality Measures: Tig Importance of &énmm
nected Graphs and Irreducible Matrics, Degres and Eigervector ey, ; i
trality, Measures Based on Shortest, Pashg, Group Comtrality, | i
11 Random Graphs: Exd”on and Bz [ ERM 12 — E
bution, Trees, Cyeles and Complete Sub-graphs, Giam'&fmmd 5 & 53
4

Component, Scientific Collaboration Networks, Chars Aeristic Past

Length, :
Small-Worid Networkg: Gir Degrees of Separas; The - \
a Worm, Clustering Coefficient, The Watta—:-‘fs'tmgz? gwgf{ﬁ; , s ; 4 ]
Variations to the Therme, Navigating Small-Werid Networks, Eg

\'Z Generalised Handom Graphs: The World Wide Wes,
Law Degroe Distributions, The Configuration Model, Bandom Graphs }

v

with Arbitrary Degree Distribution, Scale-Free Random Craphs.
Probabitity Generating Funetions, Models of Growing Craphs, I,

gree Correlations,

Textbooks & References
[1} Cuido Cﬂld&mﬂL Gwli]}lﬂj— Netiiort
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[2] Maarten Van Steen. Anointroduction to Gruph theory and complex nefworks. Van Steen, Maarten, 2010.
[3] § Dorogovtsev. Compler networks. Oxford University Press Oxford. 2010.

[4] Ernesto Estrada. The structure of compler networks: theory end epplications. Oxford University Press, 2012.

10.9 MEO09: Representation Theory of Finite Groups

Learning Objective (LO): The aim of this course is to provide students with an introduction to the representation

theory of finite groups. fos on modules. characters, resentations. Students will develop the skills to
ns in algebra and related fields.

analyze group actions and apply represent
Course Outcomes (COj:

uTY Lo pro

cO Expected Course Qutcomes At the end of the course, the students will be able | CL

No. to :

1 Understand the concepts of left and right modules, direct sums, and tensor prod- | U
ucts in ring theory.

2

group algebra.
4 Evaluate representas

ions of finite groups over 2 feld, induced representations, | E
and orthogonality relations of characters.

LA

Apply representation theory concepts o special groups, including the analysis of Ap
Burnside’s thesrem

CL: Cognitive Levels (R-Remember: U-Understanding: Ap-Apply; An-Analvze; E-Evaluate: C-Create).

CO-PO/PSO Mapping for the course:

PO 2 POs PS0s
Cco 1/2i3(4i5(6[7(8[9]0[n1{112]1314157T%
CO1 i3i2i2i-J2{112i2{-{3[2{3(3{1l1i2
COz  [3(3(31-{2{1/3j2]-13]2(313i12/211]1
CO3 3i3i3i-12]1{3{2{-131213I31212[171 )
CO4 31313/-12117313{-13{2131313121171
CO35 313i31-12{1(3f2j-[3{2]3i312121311
‘ “3" - Strong: 2" - Moderate: *1"- Low: - No Correlation ]

Detailed Syliabus:

Unit Topics N v
No. [ of { CO

Lectures | N

- = = - - No.

1 Recollection of left znd right modules, direct sums, tensor products | 12 1

I Semi-simplicity of rings and modules, Schur’s lemma. Maschk's The. | 12 S
orem B

jiii Wedderburn's Structure Theorem. The group slgebra, ) 12 3

I¥ Representations ol a Ruite group over a Beld, induced representations, | 12 4
charzas

5 iyrmes bidee S sy
rogonalily relations

12 5

57
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Textbooks & Relerences

[1] Michnel Artin and William F Schelter, Graded algebras of global dimension 3. Academic Press, 1987.

[2] Martin Burrow, Representation theory of finite groups. Courier Corporation, 2014.

[3] David Steven Dummait and Hichard M Foote. Abstract Algebra. Wiley Hoboken, 2004. .

[] Nathan Jacobson. Lectures in Abstract Algcl/fa: 11, Linear Algebra. Springer Science & Business Media, 2013.
[5] Serge 1 ang. Algebra, Springer Science & Business Media, 2012.

[6] Jeun-Pierre Serre et al. Linear representations of finite groups. Springer, 1977. -

10.10  ME10: Algebraic Number Theory

Learning Objective (LO): The aim of this course is to introduce students to the fundamental concepts of algebraic
number theory, including, ficld extensions, polynomials, and unique factorization domains. Students will develop the

ability to analyze number-theoretic problems using algebraic techniques and apply these methods to solve advanced
mathematical problems.
Course Outcomes (CO):

CO Expected Course Outcomes At the end of the course, the students will be able | CL
No. to :
1 Understand field extensions and various types of polynomials such as monic, | U
minimal, and characteristic polynomials, with examples. 7
2 Analyze the concept of integral closure, with applications to rings like the ring of | An
integers and the ring of Gaussian integers, and explore quadratic number fields. I
3 Explore Noctherian rings, Dedekind domains, and calculate discriminants in Ap
qualratic number ficlds, applying concepts like norms, traces, and different.
4 Evaluate cyclotomic extensions, factorization of ideals, ramification theory, and | E
its applications to quadratic number fields.
5 Apply geometric ideas and theorems such as Minkowski’s theorem and Dirichlet’s Ap
Unit Theorem to understand the structure of the ideal class group and discrete
valuation rings,

CL: Cognitive Levels (R-Remember: U-Understanding; Ap-Apply; An-Analyze; E-Evaluate: C-Create)

CO-PO/PSO Mapping for the course:

PO POs - 5 ‘

co 11213 14]5 6789701
Col 322 2122|132
c0O2 31313]-121113 2(-13 2
CO3 S13131-121113 21 -13 2
CO4 sl -2[1[s 3 -T3 15
CO5 S|E 3 - 2]1(3z-T3 ER

“3" - Strong; “2" - Moderate; “1- Low; “" No
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[etailed Syllabus:

Ol | Toples s e
N : Lectures | No.
o e ———— e ——— ; i
T Held extenmions nnd exmniplen of field extensions A rationsl nuxm"ﬂ:} 12

ol nrbers and comples uinbiers, Mo ;,«;iynmnmiﬁ, [nteys

axtenslons, Minimal polynomial, Chisactcristio i{‘{%YEZ{fﬁ,?i"l‘ 7

| Integral | el : T - T closed, | 12
{1 futegral closure and exnuples of tings ek pyos mtt:y,mlly o, »
The ring of Integers.

Exninples of rings which are nob integpally closd.
The ring of Coussing integers, CJusdratic CAWHSIONS and description
of Vhe ring of integers i quadratic wipber ficlds, Units in quadratic
surnber fields and relations to continuerd fractions,

m Novthorian rings, Kings of Tiresion one, Dedekind domains. HNorms | 12 3
and traces, Derive formlae velating norss il traces for towers of
field extensions. Discriminant, and caloulations of the discriminant
in the special context of quadiatic munber Selds, Different and its

upplications 7
v Cyclotomic it i calenation of the discriminant i this case. 12 4
” Factorization of ideals into prime ideals and jts relation to the dis-

criminant, Wanification theory, revidual degree and its relation to the
degree of the extension. Ramified primes in quadeatic number felds,
\ fdonl class group. Cieometric lens Involving volumes. iinkowski's | 12 5
theorem and its application to proving finiteness of the ideal class
group, Heal and complex embeddings. Structure of finitely generated
ahelion groups. Dirichlet’s Unit Theorem and the rank of the group
of units, Discrete valuation rings. Local ficlds,

Textbooks & References

[1] Gerald J Janusz. Algebraic number fidlds. Ayerican Yathenatical Soc., 1996.
[2] Jiirgen Neukirch, Algebroic number theory. Springer Science & Business Media. 2013.

(3] Danicl A Marcus and Emanuele Sacco. Number fields. Springer, 1977.

10.11 ME11: Algebraic Topology

Learning Objective (LO): The aim of this cours: is to introduce students to the fundamental concepts of algebraic
topology, including quotient spaces, topological groups, and homotopy theory. Students will develoy thev ity to
analyze topological structurcs and apply algebraic methods to solve complex probl in 5 Vahﬂat‘ ¥
Course Outcomes (CO): topology and geometry.

co Expected Course Outcomes At the end of the course, the students will be able | CL

No. to

1 Understand quotient spaces. topological groups, and the concept of connected- | U
ness, with examples like RP™, {eir’s bottle, znd §0(n, R).

2 Analyze the fundamental group. paths. and hometopies, including applications | An
such as DBrouwer’s fixed point theorem znd the fundamental theorem of algebra.

3 Explore covering spaces, their properties, and relationships with the fund Y
group, inchiding exsnples and eriteria like Dedck transformations. 2

4 Evaluate orbit, spaces, fundamental groups of various surfaces, and their relation- | B

il ship to coveriug spaces and orientation. ,

5 Apply concepts of free groups, Seifert Van Kampen theorem, and knot theory 20 | A

understand topological gpaces and group structures. : i 3 ™

CL: Cognitive Levels (I-Reamember: U-Understanding: Apﬁ;}m}}}; An-Aralyze; E-Eval ste: C_Creat )

G Scanned with OKEN Scanner



CQ-PQ PSSO Mapping for the courser

PO | PO l PSOs
Co (TT2]STA(SIefvsfoojujjaj3jdjsje
CO1 (27272 -J27(vi20290-18 12133 ]1j1}aj-
co2 HEREBREEDDREEEEREEHEHEOE
o3 2033~ -Isjesf3jajajj-
[QeN BRI EEEBEEERE
O3 SIT S-Sy =Islfsystafalal-]

3"~ Strong: “27 - Moderates 1™ Lows " No Correlation

Detailed Syllabus:

Unit | Topics

No.

No. «of | CO
Lectures | No.

I

| RP™, Klein's bottle. Mobius band. CP*. SO(n. R). Connectedness

Review of gquotient spaces and 1ts wmiversal properties. Examples on

and path connectadness of spaces such as 8 O(n, R} and other similar
examples. Topological groups and their basic properties. Proof that
if H 5 a connected subgroup such that G H is also connected (a8 &
topelogical space) then G i connected Quaternions, 8% and SO(S,
R). Connected, locally path connected Space R path connected.

4 1

II

Paths and homotopies of paths, The foadamental group and its basie
of s topological group s abelian.

properties. The fundamental groun
- -~ o - > — A CRe | 3 . N N b =
Homotopy of maps, retraction and deformation retraction. The fun-
damental growp of a product. The fundamental group of the civele.
i

Brouwer’s Sxad point theorem. Degree of & map. Applications such
;]

as the fundamental theorem of algebra, Borsuk-Ulam thoorem and
the Perron Frobenius theorem.

Covering spaces and its basic properties., Examples such as the real
Ene as a covering space of a gircle, the double cover 7 8® = RP®,
the double cover 572 % — SO(I.RJ. Relationship to the fundamental
group. Lifting criterion and Déck transformations. Equivalence of
covering spaces. Universal covering spaces. Regudar ooverings and its
various equivalent formulstions such as the transitivity of the action
of the Deck group. The Galols theory of covering spaees.

12 3

Orbit spaces. Fundamental group of the Rien's bottle and torus. Re-
lation between covering spaces and QOrientation of smooth manifolds.
Nor crientability of RP? illustrated via covering spaoes.

11 4

——

Free groups and its basic properties, free products with amalgama-
tions. Concept of push euts in the contoxt of tepologioal spaces and
groups. Seifert Van Kampen theorem and its applications. Basie
notions of knot theory such ss the group of & kuot. Wirtlngers sk
gorithm for calculating the Growp of & knot lustrated with simple

examples.

12 5

SERE VY

[2] WS Massey. Introduction to clgedraic topology. Springer Verlag, 1967,

Textbooks & References |
[1] Elon Lages Lima. Fundamental groups and covering spaces. AR Poters/CRQ Prose, 2008,

RN
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10.12 ME12: Differential Geometry & Applications

Lezspine Objective (LO): The aim of this course is to provide students with 2 deep understanding of c'lllffgremixal
::r" S oding parametrized curves, curvature theory, and surfaces in Euclidean space. Students will develop

FEOTT ;.Z:f‘, ) s it IZ PEIEIDANIE Clalvise, © Vbl i Yy N

g e structures and apply diffierential geometry concepts to solve problems in mathe-

ATh s sy

the 2505y to amelyze georet

€O | Expeced Course Outcomes At the end of the course, the students will be able | CL

Yo

-

7 the concepts of parametrized curves and curvature theory in Eu- | U
_including arc-length parametrization and rigidity of curves.

2 T urve on suriaces, exploring geodesics, normal curva- An

srvatures, zod related geometric properties.

3 theory of curvature of surfaces, including the second fundamen- | Ap
, . map. Gaussian curvature, and theorems like Theorema
Gauss-Codazzi equations.

4 ! T inean curvatiuce, minimal surfaces, geodesic coordinates, | E
i 5. fuensing on the Isoperimetric Inequality and Gauss-

5 i Jctives on surfaces, ineluding tangent planes, parallel trans- | Ap

o, and Riemannian metrics on surfaces.

CL: Cogzisive Leveis (R-Remember; U-Understanding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

i~_PO | POs PSOs

PO T~ 11z 41561 T7]s]9]10]11 1234576

¢ OO 2.2y 2 -2 10221312 13({3|1(1]2]-

| CO2 iz2i2i12-j21113121-413}121|313]2[2]1]-

L CO3 i312121-12b1 1312300201313 122 1=
- CO4 1ZiZ2121-121 213131 -1V3 2931313121 11=
(803 Zi2i2 -121113121-13121313(212127-

“37 - Strong; 27 - Moderate: “17- Low; “-" No Correlation
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Detailed Syllabus:

No. of | CO
Unit | Topics Lectures | No.
: : 1
?IO Curvature of curves in E™: Parametrized Curves, Existence %f A(I;g 12
length parametrization, Curvature of plan‘e cu"rves, Frennet—f ?;ic_
theory of (arc-length parametrized) curves in E*, Cgrvatu.rc 0t e
length parametrized) curves in E™, Curvature theory ior p.zuame I1Z
curves in £, Significance of the sign of curvature, Rigidity of curves
in E",
I Euler’s Theory of curves on Surfaces: Surface patches and local co- | 12
ordinates, Examples of swrfaces in E%, curves on a surface, tangents
to the surface at a point, Vector ficlds along curves, Parallel vector
fields, vector fields on surfaces, Normal vector fields, the First Fun-
damental form, Normal curvature of curves on a surface, Geodesics,
geodesic Curvature, Christoffel symhols, Gauss’ formula, Principal
Curvatures, Euler’s theorem.
III Gauss’ theory of Curvature of Surfaces: The Second Fundamental | 12 3
Form, Weingarten map and the Shape operator, Gaussian Curvature, ‘
Gauss’ Theorema Egregium, Gauss-Codazzi equations, Computation
of First/Second fundamental form, curvature etc. for surfaces of rev-
olution and other examples.
I\Y More Swrface theory: Isoperimetric Inequality, Mean Curvature | 12 4
and Minimal Surfaces (introduction), surfaces of constant curva- '
ture, Geodesic coordinates, Notion of orientation, examples of non-
orientable surfaces, Euler characteristic, statement of Gauss-Bonnet
Theoremmn.
A% Modern perspective on surfaces, Tangent plancs, Parallel transport, | 12 , 5 7
Affine connection, Riemannian metrics on surfaces.

Textbooks & References

[1] Andrew N Pressley. Elementary differential geometry. Springer Science & Business Media, 2010.
[2] John A Thorpe. Elementar

[3] Manfredo P Do Carmo. Differential geometry of curves and surfaces: revised and 4 dated 171
- second i
Dover Publications, 2016. P né edstion, Courier

Y topics in differential geomnetry. Springer Science & Business Media, 2012,

[4] Richard S Millman and George D Parker. Elements of differential geometry. Prentice Hall 1977 q

10.13 ME13: Fuzzy Set Theory & Its Applications

Learning Objective (LO): The aim of this course is to introduce s

tudents to the principles
including operations on fuzzy sets, mewmbership functions, and a-level s elop e 2 et theory,

ets. Students will develo

fuzzy logic and fuzzy set theory to solve problems in decision-making, control systems, and otﬁetrh ; abi_ﬁty _to apply
Course Outcomes (CO): applicatjons,
o
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the students will be able | CL

T Exprctsd (€ furse Outcomes AL the end of the course,
Ha, b
1 Understand the basie definitions and opera
wets, conver fuzzy sets, and f-norms/ f-cononus. _ —
7 Apply Zadehs extension principle to derive images and inverse images of fuzzy | Ap
sets and explore the concept of fuzzy numbers.

tions on fuzzy sets, including o-level | U

4 Analyze Lizzy 1elations, their composition, 2nd properties, focusing on mip-max | An
COIpOsILION. —

4 | Evaluste 717171;.?/%‘:'{‘1;;';;,i‘:xi(:;: and compatibilivy relations, fuzzy graphs, and simi- | B
larity relations in various contexts,

f Apply possibility theory concepts to compare and contrast fuzzy sets and prob- | Ap
ability theory, exploring measures like possibility and necessity.

CL: Cognitive Levels (R-Remember; U-Understanding: Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

‘ ~__PO | POs PSOs
CO ™S 11121345 6]7]8[9]0]11|1]2]3]4]5]6
Col t312127372111212-13[2([3[3[1(1[2]-
[647) 131313731211 13(21-1312(313l212(1
87 131313731211 13121-13123[3[2[211]1
CO4 1513131312111 3]31-1312 133131211
o3 1213737312 (1(3(2/-13121313121212[1
“3" - Strong; “2" - Moderate: “17- Low; “® No Correlation

Detailed Syllabus:

Unit | Topics v =
No. No-pnkco

[ Fuzzy sers-Basic definitions. a-level sets. Convex fuzzy sets “Basic | 12
opertions on fuzzy seis. Types of fuzzy sets. Cartesian products
P = >
Algebrzic products. Bounded smn znd sifference, f-nonms and ¢-

COBGEINS,
i1 The Extenzion Prindple- The Zadels extension principle. Image | 12
. and Joverse tmage of fuzzy sets. Fuzzy numbers. Elements of fuzov 2
arithimetic, )
111 Fuzzy Relations on Fuzzy sets. Composition of Fuzzy relations. Min- | 12 13 ]
Max compeosition and its properties, ) T B
5 Fuzzy equivaience relations. Fuzzy comperibility relations. Fozzy | 12 I O
relation equations. Fuszy graphs, Similarity mia:ion. it 4
Y Possinility Theory-Fuzzy measures. Evidence {hoory, Necessity mea- | 12 =
wure. Poasibility measure. Possibility distribution, i:'&%ibiiih» theory 5
ana fuzzy whs. Possibility theory versus probability theory. 3 i
——

Textbooks & References
R {1} Haes-Jirgen Ziromerraann. Fuzzy set theory—and its soolicats
‘ w27y 3¢l heory—and its applications. Springer Scien % 3 .
(2] Geurge Kitr zod o Yuns. Fuzz ; "R B Mol 2011
yoRRe Kokix ana 1o Yuan. Fuzzy sets and fuzzy logic. Prentice hall New Jersey, 1995
" (4 M Guneabs, Introduction to fuzzy sets and fuzzy ;ng PHI Learning Pvt. Ltd y 2006
; E: L '." # 3 » .3

3

08
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/ 1 7y sets. Springer Science &
[4] Jumes J Buckley and Bstundinr Bslami.  An introduction to fuzzy logic and fuzzy s p
Business Madia, 2002, '

. , , feel Feprinll jcations. Springer, 1997.
(5] Kazwo Tunaka and Knawo Tanoka, An introduction to fuzzy logic for proctical applica prns

10.14 ME14: Wavelets

Learning Objective (LO): The aim of this course is to introduce students to the theory and 2D pélcat;mihf
wavelets, including their construction, orthonormal bases, and the Balian-Low theorem. Students _‘7:111 evelop
skills to aualyze signals and data using wavelet transforms and apply these techniques to problems in matheniatics,
engineering, and data scienco.

Course Outcomes (CO):

CO Expected Course Outeomes At the ond of the course, the students will be able | CL

No. to :

1 Understand different mothods of coustructing wavelets, focusing on orthonormal | U
bases and the Balian-Low theorem,

2 Analyze local sine and cosine Lasos and their relatiouship with wavelet construc. An
tion, including the concept of unitary folding operators.

3 Apply multiresolution analysis techniques to construct compactly supported Ap
wavelets, and explore band-limited wavelets,

4 Evaluate the orthonormality and completeness of wavelet bases, with a focus on | E
Lemaric-Meyor wavelets, Franklin wavelets, and spline wavelets,

5 Explore orthononnal Lases of periodic splines and piecewise linear continuous Ap
functions for L2(T), and the periodization of wavelets on the real line.

CL: Cognitive Levelg (R-Remember; U-Underst anding; Ap-Apply; An-Analyze; E-Evaluate; C-Create).

CO-PO/PSO Mapping for the course:

PO POs PSOs

co 1234567891011123456
CO1 122-2122-32331’1TT
CO2 122-2132-323322TT
CO3 121-2132~3233221-
CO1 122-2135-323332‘1“?
CO5 L{1j2]-T2113T>2 32332‘2'2‘3

“3" - Strong; “2" . Moderate; “1"- Low; “" No Correlation \
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Detailed Syllabust

Unit | Topics
Ne. |

1

»
H

hases generatad Dy R Sagde functiom
b= N N

Q h G0t PR
Smooth projections on LF(R)L

11

T srave Solding
The unitary folng

it

and construction

s U8, NN SNIINY o At b o oty
of compactly supportad W avelets and osti

3

(RN STty s Frasae
AMultiresohuiion analyws

Bw‘.-.: Feeotexd WoiveIOLS
and anuniod WRVRRE.

O horonnaniy:

I FUN—— S

B Yot
Complete

e e T
ohmunaries- Ditterent waps of vonstracting wanolotss Orthonot mal

A S NP— <w‘“q_~.vmu~uv4w£m’—‘;ﬂ“‘
Tocal Sne and comie bases amd the constrnetion of some wavelets,
operators and the sooth project

[ o
ess. Characterization of Lomarie-Meyuer

~ v R a— _‘__'\'"‘”'T‘twm’v"b
Swise Luaar continuous functions for L (11‘5‘
criedic splines. Periodization of wavelots de-

} i PEE RTINS TER B

1 ~ ~

i i savelets and some other characteriations,
i 1 Spline wavelels on the veal Hue.

Y | Orthonormal bases of pie

| | Orthonormal bases of p

| | fined on the roal line,

ee====—T"No, 0t | CO
Lectures | No.
(R |

e Balian-Low  theorent.

ons.
e}

o wavelots, Construction
nates for it smoothiness,

4

Pranklin wavelets and

<

11

Textbooks & References

[1] Albert Boggsss and Francis J Narcowich, A first eotrse

2015.

a7 - - » LY B e - - Y
{2] Eugenio Hernindez and Guwide Waiss, A finst course

IS TR & R in $ B mpveirSrayr] 403 N ]
Prremysiaw WOIIESTCIVS. A mathemaiicnl fntroduction

N e e

4] Dawvid F Walnut. An indroduction to wavele?

= — T o roe— Y N g B | ~ x
15] Gerald Kaiser and Lonnie H Hudgins. A friendly gurde

10.15 ME1S: Aathematical Methods

Learning Objective {LO): The aim of this course
mathematical methods. inchuding Int
and scientific problems.

Course Qutcomes {CO:

oral equations, Fourler

R T s &
gnalysis. Springer

iy to equip students

Joln Wiley & Sous,

v wavelets with Fourder analysis.
wavelets. CRC press, 1996,
to wavelets. Cambridge University Press, 1997.
Science & Business Media, 2002,

~

2o wavelets, S

pringer, 1994,

with the understanding and application of
transforms, and their significance in solving engineering

: oz

CO
DL

T Expected Cowrse Outcomes At the end of
3

“the course, the students will be able CL

ook

T Undersiand the ditferent types of ntegral equations, including Fredholm and
Volterra equations, and their signiticance wathematical modeling.

)

(&)

Anahwe properties of

Tornols such as synunetrie, degenerate, and iterated kernels,
and solve integral equations using eigenvalnes and eigenfunctions.

An

S
2OoS.

Appiy methods ke Secomsive approximations and Newmann series to solve Fred-
holm integral equations, and understand fundamental theorems and Green's func-

Ap

Evaluate concepts in the caleulus of variations, including Buler-Lagrange equa-
tions, natural boundary conditions, and transversality conditions, with practical
spplicaticns.

Apply variational methods to boundary value problems (BVPs), explore methods
like Enler’s Finite Difference and Ritz, and solve problems involving cigenvalues

apd egenfuncions.

Ap

CL: Cognitive Levels {R-Remember:

U-Understanding: Ap-Apply; An-Analyze; E-Evaluate; C-Create).

Scanned with OKEN Scanner



COPO/PHO Mapping for Che conrse

: i G
W(hy

';),.'/lﬁlli’fﬁﬁl()lllﬁﬁ{iﬁr’

/A Sl alulalalipr2]1

g 2l alalalala)aln|l

slwl el lals T 121818 (21211]1

R AR IR AN AR AR AR AR AR

gl ol tlslal-al2lala)2]2]|2]1

= Blrong; ot Mot “1 Lo “* No Correlntion
Daotndled Hyllabuss

Unit | Toplca T - Mo, uf UT)
No. 7 Lschures | No,
I Integral vy(j;x'uwt,vi?ﬁm,ﬁ“Mﬁdudl,iuu, Abd's Problom, Frodbolin Tntegral | 1 |

Equations of first, second and thind Yinds, Homogensous Fredholn
Integral Fquation, Volterra integrsl aquations of firsh, second s
third kinds, Homogencous Volterra inbegrnl cquation, Slngular Inte-
gral Bquations,
it Symmetric Kernels, Degenerie Iernels, Wernbed Kornels, Wesolvent, | 11 7
Kernols, Figenvidues and Yigenfunctions of Titegra) aporsbor, Bolus
tion by Eigenvalies and elgenfunctions Method,
I Solution of Fredholm {ntegral Fquntions of e wcond Tnd it |7
degenerate kecnels, Mothod of Sucossive Approximations, Methiod
of Successive Substitutions, Newmann series, Iredholm's Firh, s
ond and third Fundmmnental Theorems, Cresn’s Funetion, Modified
Green's Function,
1% Calculus of variations: Im,xr}{l&«?r,ié}iu',ml":ﬁié:ﬂi;l]h};i;:xy,é’mnmtimm, In- 717 1
variance of Buler’s Equations, Field of Frmbremals, Natural boundary
conditions, Transversality conditions, Simple applications of vatin.
tional principle, Sufficicnt, conditions for extremum of u functionsl,

v Variational fornndation of GVP, Moving, Boundary problems, Fatley's 7 7
Finite Difference Method, Ritz Method, Variational methods for find-
ing Eigenvalues and Figenfunetions, .

Textbooks & References

(1] FB Hildebrand. Methods of A pplied Mathematics, Prentice fall, 4th printing, 1954,

[2] Filip Rindler. Calculus of varigtions, Springer, 2018,

[3] AS Gupta, Culeutus of warintions with applications, Vi1 Learing v, 144, 1996,

[4] MD Raisinghania. Integral equations and boundury value problems, 8, Chand Pubfighg ng, 27
5 L

10.16 ME16: Fourier Analysis

Learning Objective (LO): The afin of this course is to develop students’ umlsrmtmuliuy Of Fourier g,
transforins, and their applications in snalyzing periodic snd non-pariodic funections gy c,'n;,;”“y ; FIeY sastles, Pourfer
Course Outcomes (CO); PREIng, snd sclene,
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(ie rouree, the sudents will be able i

() Expv;j!t; 1 Coutse Outcon

Mo. to ! e = T thes oCrtance 18 | L
1 Understand the convergence propertion of Fourer snes anc the Zuporance

represesting perivdic functions
2 Anulyze unigsne
kernels like Fejer's and Dirchlet's kernel

X i srbcance of summability | An

i Fy oo
s, summabality methods. and the sgmbc

- ’
53 FOATED SETES.

: . gposrmrmtti . - Y 4 F
4 Apply Founer transioms to funct ares such as L', L7, wd 7, 1 Ap
and explore key theorems ke Pors o, Hausdoef-Young, and Riesz-
s
Thonin 5
4 Fvaluate Fourisr transt lecrvaing fusctions and datnbulons,
and apply theonn ol Weiner, and Fourer ivenisGi
b Explore the caley) Ap

fortns of

. i . - " -
CL: Cognitive Levels (R-Hemember, U-Understanding Ap-Apply; An-Analyze; E-Evaluate;, C-( Teate).

CO-PO/ PSSO Mapping for the course:

STy ™
15 T T T T T 2T ~ru
! i Y 5 ,‘i H I s 5 L4
I ‘:l § F21 11212 21
T 1o e ts 1]~
LS oo fromsond et : .
(o iz TsriTaTs i
oo men s N D W S , ¢ 4 ok i
ot AR N EANRERE i
41‘,?'.,\}‘.,‘._,, p— - Y it ?,.’ ' ’ . é o S
L0s v itizi-falalale -
o ﬁ‘.'{"f&,’, ”f« B ‘,l wiveate 7L

Detailed Syllabiugs:

B 71 I 77 R ——— —

(Nu‘ " il | O [Ne e
[ | Foutier werics, Discussion of eonversence of Fourser st 12 i
1 “Unilipueness of Fouties Seties, Cotvolutions, Corart e Abel Susmzear 113 5
bility, Fejer's theurem, Ditichlet’s theorenms, Puison Kerned ]
suwnability kevnels Exanple of o contimon fanetion with diver.
gent Fourier socies - -

1 Sutmability of Fourier seeies for et o L1 L and 17 spaces | 12 &
Fourier-transtorms ol integrable fusctions Basie propertios of Fwy_w
trunsforms, Poissmn siummation Gemiia, Honsedon 8- Young treepuality,
Riesz- Thotin tuterpolation theoreas, ‘

1V Schwartz clase of rapisdly dectearing Dinctiom oo traredorms of | 12 i
rapidly decreasing tunctions, Rismann Lelssyue lesnnas, Fourier 1o
version Theorotn, Fouriey transforns of Gausoans, Planchers theo
rem, Paley-Weawr theoreny.

\Y Distiibutions and Fourier  Lrameh

b ‘ ey abowis of 1&%&%&&%1 it 5
Tewpered Distobutions:  Foutier transfurms of empered distribg
tions, Convolutions, Applications ty PDEs |

Textbooks & References

[} Y Katenelson. A introduction to harmenaic analysis, dover pubilicat " s, new ymk 1974,

[ Robert B Bdwards. Fourser Series: A Modern fatroduction Valume 8. Springer Scicnce L Business Media, 2012
B at i :
5 v‘t" i ¥ 3 ; Ve RESINSL o]

R

(¥ scanned with OKEN Scanner



(3] Elias M Stein. Fourier Analysis. An introduction. 2003.

4] Walter Rudin. Fourjer analysis on groups. Courier Dover Publications, 2017.
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